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Summary

The research conducted in this thesis presents an improvement of Arabic Question Answering
(QA) systems performance through surface-based and deeper approaches. Although these
systems are important to decrease the information overload problem, this Natural Language

Processing (NLP) field witnesses just a few number of attempts and available resources.

The three-levels approach proposed in this work is composed of a keyword-based level
relying on Query Expansion (QE) using Arabic WordNet (AWN) semantic relations, a
structure-based level integrating the Distance Density N-gram (DDN) model and a semantic-
based level considering the representation of meaning in both the question and the
corresponding passages using the Conceptual Graphs (CGs) formalism and the comparison

based on the semantic similarity score.

This research illustrated the importance of resource coverage enrichment, especially in the
AWN lexical database that we extended using existing resources and various techniques,

including the Maximal Frequent Sequences (MFS).

In order to show the effectiveness of this three-levels and hybrid approach, different
experiments have been conducted considering question test-sets that are representative in
terms of size, types, collection complexity, etc. The evaluation made shows an improvement
of performance with the usage of the three-levels approach in comparison to the baseline
system considering well-known measures such as the Mean Reciprocal Rank (MRR) and
c@l.

The obtained results positively answer the research question of this thesis, i.e., the possibility
of developing an Arabic QA system from existing resources and NLP tools with the ability to

provide acceptable performance and to address the different QA challenges.

Keywords. Question Answering, Arabic Natural Language Processing, Query Expansion,
Arabic WordNet, Semantic processing, Syntactic parsing, Linguistic resources.



Résumé

Les travaux de cette thése présentent I’évaluation et I’amélioration des méthodes surfaciques
et profondes dans le cadre des systéemes de Question Réponse pour la langue Arabe. Malgré
I’importance de ces systemes pour I’atténuation du probléme de surcharge d’information, ce
domaine du traitement des langages naturels connait une rareté au niveau des recherches

associées ainsi qu’au niveau des ressources linguistiques utilisables.

La méthode a trois niveaux proposée comporte un premier niveau de traitement des questions
selon les mots clés enrichis a travers les relations sémantiques de la ressource Arabic
WordNet (AWN), un deuxiéme niveau portant sur la comparaison en tenant compte de la
structure et de la densité des mots en utilisant le modele Distance Density N-gram (DDN) et
un troisiéme niveau basé sur la représentation en graphes conceptuelles dans un premier
temps, et le calcul du score de similarité semantique en passant par I’analyse syntaxique du

texte dans un deuxiéme temps.

Un volet d’investigation a également concerné la proposition de méthodes semi-automatiques
telles que Maximal Frequent Sequences (MFS) pour I’enrichissement de la ressource AWN et

I’évaluation de I’impact de ce travail sur les performance.

Pour illustrer les performance de la méthode & trois niveaux proposee, plusieurs tests
d’évaluation ont été effectués en utilisant des panels de questions présentant une bonne
représentativité en termes de nombre, de type et de complexité, et ce en adoptant des mesures
reconnues dans le domaine telles que la précision, le Mean Receprocal Rank (MRR) et le
CcC@1l.

Les résultats obtenus répondent positivement a la question de recherche qui est la possibilité
de développer un systéme de Question Réponse pour la langue Arabe a partir des ressources
et outils existants, d’atteindre des performance acceptables et de pallier aux différents défis de

tels systémes sur le plan général ainsi que sur le plan spécifique a cette langue.



Mots clés. Question Réponse, Traitement Automatique de la Langue Arabe, Extension de

Requétes, Arabic WordNet, Sémantique, Analyse Syntaxique, Ressources Linguistiques.
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Chapter 1

General Introduction

1.1 Background

Importance of Arabic

The role of the Arabic language has been prominent with respect to different perspectives.
Historically, it was one of the main languages during the period of Arab science Golden Age,
especially in Mathematics, Medicine, Astrology and Chemistry. Arabic has a tremendous
religious significance in Islam considering that: (i) the Quran, one of the four Holy books, was
revealed in Arabic, and that (ii) over 1.2 billion Muslims in the world pray five times a day
using the Arabic language. Geographically, Arabic is an official language in 25 countries
including the members of the Arab league. These countries are populated with more than 300
million people located between the Atlantic Ocean and the Persian Gulf including the Middle-
east zone, making Arabic the fifth most commonly spoken language in the world™.

Arabic requires research attention, especially in Natural Language Processing

The above elements show why the Arabic language was and is still important from a religion,
social, economic and political angle. This also explains why it gets attention in various fields
of research particularly in Natural Language Processing (NLP). Topics of interest in Arabic
NLP include supporting usage of Internet in Arabian countries through efficient Search
Engines (SEs), helping non-native Arabic speaking Muslims by providing language learning
and Machine Translation (MT) tools, allowing companies targeting markets in the Arabic-
speaking world to perform better data mining from opinion and sentiment detection tools over
social media, etc.

Current state of Arabic NLP: maturity for some basic tasks

Work on Arabic NLP started in the 1970s, but the 2000s have witnessed an increase in
Arabic-centered research due to its importance. As a result, some basic tasks such as Part-of-
Speech (PoS) tagging, stemming and morphological analysis were well developed and
practically reached maturity towards the late 2000s. They are no longer stumbling blocks
holding back the development of higher-level Arabic NLP systems.

!According to the 2012 statistics of the Ethnologue project, available at:
http://www.ethnologue.com/statistics/size



Arabic content is growing on the Web, classic SEs are not suitable, more sophisticated
systems are needed

However, in today’s world where the Web plays a key role in people’s lives and companies’
strategies, Arabic NLP is gaining momentum as the demand grows for new sophisticated
systems as solutions to the increasing needs of users in terms of automatic text translation,
information retrieval and extraction, etc. Recently, many surveys and statistical reports
illustrate the impressive growth of online users as well as Arabic content®. For instance, this
content has increased by around 2,501% between 2000 and 2012.

In this direction, the expansion of the Arabic language on the Web raises a classical problem,
often referred to as information overload. Indeed, the availability of a huge amount of
information written in Arabic cannot be efficiently exploited unless computers can make
sense of the knowledge contained in this information and, in turn, help users with finding
and/or extracting relevant content that better matches their queries or questions®.

For other languages such as English and Spanish, this problem was reduced through the
development of many NLP tools such as SEs that later were adopted worldwide.
Unfortunately, the usefulness of these applications in the context of the Arabic language has
shown some limitations due to various levels of differences between Arabic and those
languages.

Complex IR systems can provide solutions beyond limitation of SEs for Arabic, but building
them is a challenging task

Hence, providing effective solutions for the users of Arabic online content passes through the
development of new Information Retrieval (IR) systems beyond the current used SEs.
Unfortunately, the research on Arabic IR faces two main difficulties:

Firstly, Query Expansion (QE) and so on non-basic tasks that are useful for such systems are
still lacking in maturity. Secondly, even though the second half of the last decade has known
many efforts in developing new Arabic NLP resources, there are still some concerns about
their availability, usability and coverage in particular annotated corpora, lexicons, ontologies,
knowledge bases, etc.

Hence, the Arabic IR is still a field of opportunities

Consequently, researchers and professionals have still many opportunities in developing
specific Arabic IR applications. For example, these applications can play an important role in

2 Statistics of June 2012 from the Arabic Web Days initiative:
http://www.arabicwebdays.com/front/initiative.aspx

® A query is a sequence of keywords (sometimes linked by boolean operators) which is used for querying an
information retrieval system or a search engine, while a question is a precise query in natural language for asking
a QA system.



some emerging trends such as the development of Arabic-based communication portals with
the objective of targeting citizens by governments and customers by companies.

Motivated by the above, it makes sense to work on the case of Arabic Question Answering
(QA) as complex IR systems, introducing QA systems, how they differ from classical IR
systems and SEs, common challenges

The QA systems fall into this category of advanced IR applications that can bring valuable
help for the users in their exploitation of the growing Arabic Web content or any other large
document collection.

In comparison with classical IR applications and SEs, the idea behind these systems is
allowing the computer to directly provide precise answers to natural language questions rather
than lists of documents that require filtering efforts at the user end.

For instance, a user would need to know the name of the scientific capital of Morocco.
Currently, the user can obtain the answer through the following tedious consecutive steps: (i)
introducing the question “What is the scientific capital of Morocco?” ( iwlall dealall & L
¢ xall) to a classical SE, (ii) reviewing lists of returned snippets* in order to identify the
documents that could potentially contain the right answer, (iii) accessing each potentially
matching document and reading it in order to find the answer.

For the above simple question, step (ii) can be easy as usually the first list of snippets
provided by SEs is sufficient to contain the answer. Therefore, step (iii) can be avoided if
these snippets are relevant enough to contain the answer. However, for more complex
questions, these two tasks (i.e. step ii and iii) may concern hundreds or thousands of
snippets/documents. The role of an Arabic QA system is then to perform these two difficult
steps instead of the users, saving their time and effort.

In the literature and similarly to what we have mentioned in the case of IR, it is reported that
in order to be able to automatically process a question following the above pipeline of steps, a
QA system requires not only basic NLP tasks such as PoS tagging and Base Phrase Chunking
(BPC) but also more sophisticated tasks such as Named Entity Recognition (NER), Word
Sense Disambiguation (WSD), Query Expansion, syntactic parsing, semantic representation
and scoring, etc.

The users of Arabic QA systems would be interested in having the ability to automatically
answer various types of questions. To design a system with such ability, researchers face the
challenge of integrating most of the above NLP tasks.

* A snippet is short summary of a document, generally composed of two or three lines, which is displayed by
SEs.



1.2 Problem description

To our knowledge, existing Arabic QA systems are limited either in terms of their scope as
well as in terms of performance regarding the types of questions they are designed to answer.
Today, the community of Arabic language users is still obliged to manually looking for
precise answers to their questions which is a tedious task regarding the great amount of
available Web information. This is due to the absence of a large scale and effective QA
system.

To fill this gap, we first have to analyze the challenges that may be faced in the design and
development of an Arabic QA system with such capabilities. These challenges are described
in the following sub sections from the perspective of existing experiences.

1.2.1 Language challenge

Arabic is a highly inflected and derivational language. Its morphology and other
particularities such as the absence of capital letters, the high ambiguity of undiacritized
Arabic text and its syntactic flexibility have usually been reported as real challenges for PoS
tagging, NER, QE, syntactic parsing as well as for other NLP tasks that are needed to develop
Arabic QA systems.

According to the exiting works related to Arabic QA systems, the problem is how to deal with
language challenges and particularities at different levels of question processing.

1.2.2 Web challenge

In the pipeline of processing a question, a QA system extracts answers from a collection of
documents written in the targeted language. Recently, the great amount of information that is
available online encouraged researchers for targeting the Web as a collection. Obviously,
users of the online Arabic content are more interested in QA systems that can extract answers
from the Web or any other huge document collection.

To our knowledge, there are currently no such systems for Arabic. The existing works only
concern document collections that are not relevant for challenging QA systems. Indeed, we
can identify here two kinds of works based on: (i) very small collections of documents
(Hammo et al., 2004; Kanaan et al., 2009), or (ii) large collections with unique and formal
sources such as Arabic Wikipedia (Benajiba et al., 2007a; 2007b).

1.2.3 Question and answer challenge

Another challenge concerns the types of questions and expected answers. The challenges are
different depending on the complexity of the processed question. In the literature, these types
range from the basic factoid questions where the user looks for a NE as answer (for instance,
What is the name of the president of USA in the Second World War?) to HOW and WHY
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questions (for instance, How did the financial crisis occurr at the end of the last decade?)
where the user is looking for a more complex answer. Similarly to SEs, the popularity of a
QA system within the users’ community depends on its ability to process all types of
questions.

The problem faced in most of the existing Arabic QA systems is two-fold: (i) in almost all
these systems, the scope is limited to factoid questions. Moreover, despite this restriction, the
overall performance remain unsatisfactory in comparison with other languages where
maturity is already reached for these simple types of questions, and (ii) the processing of more
challenging questions and the extraction of answers from different sources are still
understudied.

1.2.4 Evaluation challenge

One of the key factors of success in the QA field is the organization of evaluation campaigns
that helped researchers in benchmarking their systems according to standard measures and
test-sets. The succession of yearly QA tracks such as TREC® and CLEF® allowed the
improvement of performance to a mature extent for the considered languages and, recently,
the development of more advanced QA tasks among which QA for Machine Reading
(QA4AMRE). Due to the absence of Arabic in the majorities of these tracks, the existing Arabic
QA systems presented many drawbacks in terms of their evaluation process. ’

Concerning test-sets, except the work on the ArabiQA system (Benajiba et al., 2007b) where
the evaluation respected the same proportion of each NE class (PERSON, LOCATION, etc.)
as in CLEF 2006, the other conducted experiments cannot be considered for comparison due
to the nature and number of questions in their test-sets. These do not guarantee the coverage
of challenging questions with representative percentages of different criteria (question length,
NE classes, syntactical variations, etc.).

Unfortunately, the conducted experiments in the Arabic QA field are still lacking in: (i) deep
experiences based on large question test-sets with relevant representativeness in terms of
question types, length, domain, etc.; (ii) relevant results that can give a precise idea about the
coverage and usability of used resources and tools in the context of Arabic QA; and (iii)
standard-de-facto measures as well as nature of targeted collections that currently constrains
any comparison with other similar systems.

> Text REtrieval Conference, http://trec.nist.gov/data/qa.html

® Cross Language Evaluation Forum, http://www.clef-campaign.org

" The QA4MRE campaign has been organized on behalf of the CLEF conference, representing an evolution of
previous evaluation approaches. Machine Reading requires a deeper analysis and inference of text and in turn
may need background knowledge acquisition. The Arabic language has been considered in this campaign since
the 2012 edition.



1.2.5 Research question

From the above situation of Arabic QA, it is worth asking the following question that we will
try to answer in the current research: Leveraging the current advances registered in different
basic and non-basic Arabic NLP tasks, is it possible to build a QA system that can
automatically answer different types of Arabic questions, deal with the above Arabic QA
challenges and reach acceptable performance even in tricky contexts such as the Web?

1.3 Objectives

To be able to answer the above research question, the core of the work presented in this thesis
has different objectives that try to face each of the previously mentioned challenges:

= Language challenge: introducing, in each stage of the Arabic QA pipeline, new NLP
resources and tools that take into account one or many particularities of this language.

= Web challenge: designing an approach that makes it possible to automatically answer
questions from the Web and from huge collections giving rise to various challenges
for an Arabic QA system.

= Question and Answer challenge: considering different types of questions and expected
answers aiming to deal with most users’ needs.

= Evaluation challenge: conducting relevant experiments on Arabic QA with respect to
the well-known measures and relevant sizes and natures of collections.

The above main objectives are broken down into detailed objectives, namely:

e Designing an effective approach for the improvement of the key module of Arabic
QA systems. The objective here is to enhance passage ranking/scoring not only by
considering surface-based approaches that are language independent but also by
considering deeper approaches dealing with particularities of Arabic ;

e ldentifying the main causes of failing in Arabic QA by analyzing the positive and
negative examples with respect to the used approach and according to each
guestion type;

e Analyzing the coverage and usability of the current Arabic resources and how they
can be enriched for a better integration in the QA task;

¢ Investigating the usefulness of variety of tools related to different layers of Arabic
NLP including stemming, POS tagging, NER, syntactical parsing, semantic
representation, etc;



e Studying the extent to which language independent techniques can be useful for

Arabic QA and its related tasks;

e Evaluating the impact on Arabic QA of each of those resources and tools following

the trends of the well-known evaluation campaigns such as TREC and CLEF,;

e Measuring the overall performance after applying the proposed approach on a

large set of questions and within the context of the Web as a challenging
collection;

e Comparing this approach with baseline SEs and other QA systems;

e Implementing the proposed approach as part of an integrated system where the

other third-party NLP resources and tools can be combined, adapted and/or
enriched for the sake of better performance of Arabic QA.

1.4 Document structure

The present document is structured as follows:

Chapter 2 presents a study of existing works either related to the QA field as well as
to its dependent tasks such as QE with a special focus on Arabic QA. This chapter is
composed of four main sections. Section 2.1 introduces the QA task. Section 2.2
details the general architecture of a QA system and the evaluation of such systems.
Section 2.3 highlights the main advances in Arabic QA this section, first, introduces
the main specific challenges of Arabic QA, and, second, emphasizes existing works in
terms of either complete systems or QA modules for the Arabic language. Section 2.4
shows, for the purpose of benchmarking, the best systems developed for other
languages. Section 2.5 draws a conclusion for the main issues of Chapter 2.

e Chapter 3 is devoted to the presentation of the three-level approach proposed for

improving the Arabic PR module as part of a QA system for this language. This
chapter is divided into two main sections: Section 3.1 introduces the chapter by
recalling the status of the studied field (i.e., Arabic QA) and the objectives of this
thesis. It also describes the methodology followed in this research. Section 3.2
provides, first, background information that presents the needs for Arabic PR
modules, and, second, the three-levels approach. Indeed, a presentation at a glance
gives an overview of the three levels before moving into details and describing
experiments of the surface-based levels of this approach, namely, the keyword-based
and structure-based levels. Section 3.3 summarizes this chapter.

e Chapter 4 goes through the investigation of the impact of resource enrichment on the

performance of an Arabic QA using the surface-based levels described in Chapter 3.
After the introduction of Chapter 4, Section 4.2 gives a theoretical analysis of Arabic



WordNet (AWN), the main resource used in the three-levels, according to three
perspectives, especially its comparison with other WordNets. Section 4.3 presents
another analysis of AWN coverage and usability through experiments. Section 4.4
provides details of the AWN extension we propose in order to overcome the
shortcomings of this resource as shown in theoretical and experiment-based analysis.
Section 4.5 gives an evaluation of this extension with respect to two different question
test-sets. Section 4.6 draws the main conclusions of this chapter.

Chapter 5 addresses the semantic-based level with the aim to process the types of
questions requiring the understanding of meaning rather than the comparison of
surface elements. After an introduction, Section 5.2 provides the necessary
background related to the approaches based on similarity at a semantic level. Section
5.3 describes the ontology built for the purpose of this level. Section 5.4 presents and
evaluates the implementation of this level using two experiments conducted with
different test-sets of questions. Finally, a conclusion draws the main research results
obtained in the semantic-based level.

Chapter 6 is structured around four sections after an introduction. Section 6.2
introduces the integrated NLP platforms and their main objectives as well as their
support for the Arabic language. Section 6.3 presents the SAFAR platform used in
this work. Section 6.4 details the proposed architecture of the Arabic QA system
called “IDRAAQ” as part of SAFAR platform and shows how the developed and
separate modules of IDRAAQ can be used in similar applications.

Chapter 7 draws the general conclusions of this research. Section 7.1 recalls the
findings and research directions studied in this thesis, Section 7.2 highlights its main
contributions and Section 7.3 discusses further challenges to be tackled in future
works.

Appendix A lists the papers where the results of the current research were published.

Appendix B lists the 11 syntactic rules designed for the construction of Conceptual
Graphs (CG).

Appendix C provides the meaning of each tag used in the Stanford parser.



Chapter 2

Approaches and resources for Arabic Question
Answering

2.1 Introduction

Interest in building QA systems started since the attempt made by Green et al. (1961) through
the system called “BASEBALL”. In 1965, the paper of Simmons (1965) addressed the efforts
made by fifteen systems for automatically answering English questions. These first
implemented systems focused on specific domains and questions. Then, the field moved to
new trends thanks to the availability of online information and to the series of organized
evaluation conferences and QA tracks. The interest of the most prominent companies such as
Google, Yahoo!, Microsoft and IBM' in making such projects attests to the growing
popularity of this field.

Typically, QA systems are built around a general architecture that combines many NLP
components with the aim to automatically answer different types of user questions. The
efficiency of these systems is measured through an evaluation process using relevant test-sets
related to the targeted language.

In Arabic QA, challenges are not limited to those commonly faced by systems developed for
other languages such as English or Spanish. Each integrated Arabic NLP component may
positively or negatively impact the performance of the system unless it considers the
particularities of this language such as its complex morphology and syntax, its high
ambiguity, especially in undiacritized texts, the absence of capital letters, etc.

The objective of this chapter is fourfold: (i) introducing the main concepts of the QA task that
will be used throughout the remaining chapters; (ii) drawing focus to Arabic QA specific
challenges to help us understand the particularities of building such systems for Arabic; (iii)
presenting existing systems and previous efforts in tackling Arabic QA,; this overview will
help us define priorities as well as measure the significance of our contribution; and (iv)
reviewing the most important QA experiences in other languages as guidelines to be followed
for the development of the Arabic QA task.

To address this fourfold objective, this chapter is structured as follows: Section 2.2 introduces
some generalities about the QA task, the types of questions it tries to answer and the

! The IBM Watson is a computer with an integrated QA system developed in the context of the DeepQA project.
IBM Research undertook a challenge to build a computer system that could compete at the human champion
level in real time on the American TV quiz show, Jeopardy (Ferrucci et al., 2010).



evaluation process of such systems. Section 2.3 presents, through examples and existing
experiences, the challenges faced and the advances made in terms of building systems for
Arabic QA. Section 2.4 recalls some of the most successful works regarding other languages.
Section 2.5 provides a synthesis of this chapter.

2.2 The Question Answering Task

2.2.1 Overview of the QA task

As a recall, a QA system, differently from a SE such as Google, tries to directly display the
answer to user questions without presenting lists of candidate passages for further manual
filtering. Figure 1 illustrates the difference between actual SEs and an ideal QA system.

As Figure 1 depicts, while both QA and SEs systems allow users to introduce inputs in natural
language, each of them has a particular scope. Indeed, classical SEs can help users looking for
information about a topic formulated through keywords (or logical expressions). They provide
exhaustive results in terms of document lists related to the searched topic. On the other hand,
QA systems are more suitable for users whose main need is getting a precise answer to a
question without being requested to manually filter lists of documents related to the question
keywords.

QA System User Usev r Search Engine

Question g="What was the main cause of the Global Great Recession?” Keywords W1="Main cause of Global Great Recession”
< »

-+ List of snippats

>
Answer "sub-prime loan losses” Manual F|I_IirJ|ng of snippets

Request more snippets

<
Mew list of snippets

-] :
Manual filtering of snippets

Keywords Wi="main cause+Great Recession” ,
<

Manual filtering of snippets
e

List of snippets

Request more snippets

<
New list of snippets

Manual filtering of snippets
s

Recursive steps

ol
Answer "sub-prime loan losses”

Figure 1. Difference between QA systems and SES
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Figure 1 shows the main steps performed by users in both cases (i.e., when using a QA system
versus a SE such as Google). After a question (or a query) is introduced by the user (for
example, what was the main cause of the Global Great Recession?), the QA system directly
retruns the answer (i.e., sub-prime loan losses), whereas the SE outputs a list of snippets
related to relevant documents. If the user tries to get the answer to his/her question through a
SE, he/she is requested to manually make multiple steps in an iterative way to: (i) view the list
of returned snippets, (ii) search for the needed answer, (iii) move to another list of snippets,
and eventually (iii) change the query keywords.

In practice, a user can manually filter only a small number of snippets because the answer is
usually in the first few documents returned by a SE (although it could be potentially in the
middle or at the end). The QA system tries to carry out these steps for the end user. As a
result, the user gains in terms of time and in terms of the amount of information that otherwise
he/she has to process.

In the case of QA systems, two main types of data are processed: the question and a targeted
collection. The targeted collection can be composed of documents written in the given natural
language, Web pages that are accessed online by the system or any other information source.

The questions can be classified by their type and/or domain. For instance, when a user is
looking for the answer to the question “Who is the Spanish football player who scored at the
world cup 2010 final?”, the expected answer is a name of a person and this question’s type is
called “factoid question”, i.e. question for which the answer is a named entity (name of
person, organization, place, etc.). Table 1 provides samples of question types that a QA
system is requested to automatically answer.

Table 1. Summary of question types and challenges

Type Expected answer Examples Challenges
Factoid Getting a Named Entity | Who is the first = Less challenging
(person, place, organization, | president of USA? questions since
etc.) related to a fact question structure and
Answer: George keywords more likely
Washington occur in documents

= Evaluation of the
answer is easier

List A list of NE items What are the most = |t is more probable
visited places in that the expected list is
Morocco? scattered over different
documents
Answer: Marrakech, = Evaluation of the
Agadir, Fez, Tangier answer is difficult
Definition Information about a NE Who is Ibn-Batutah? = Similarly to List
guestions, the answer
Answer: heis a can be collected from
Moroccan explorer different documents
researcher and = Evaluation of the
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geographer answer is difficult
Other The answer can be of any type: | - Does Djibouti belong | = Inference and
Yes/No, facts, arguments, etc. to the Arab Nations machine reading
League? techniques are required
= Evaluation of the
Answer: YES answer is difficult
except for YES/NO
- What is the reason for | questions and
decline in tourism particularly for longer
activity in the world answers.
since 2009?
Answer: economic
crisis

As shown in Table 1, the challenges of building a QA system differ from the question type
perspective. Obviously, when the project only concerns factoid questions and/or list and
definition questions about NEs, the task as well the used techniques may not require advanced
processes. On the contrary, when the system is open to other allowed types of questions, it is
necessary to integrate modules that allow obtaining an in-depth understanding of question and
documents through different techniques among which we can cite deduction, text entailment,
semantic reasoning, etc. The QA4MRE campaigns attempt to address also this kind of
challenging questions.

Another challenging perspective is the domain to which questions belong. For instance, we
can build a QA system devoted to all types of questions but only for a specific domain such as
Biomedicine, Sport, etc. This domain limitation can help in reducing the language and
question type challenges. Unlike open-domain QA systems, domain-specific QA systems can
be more efficient since dedicated materials (resources, tools, question templates, etc.) can be
built and ensure a high coverage of user terminology and needs. Nevertheless, approaches
based on resources with high redundancy cannot be useful for restricted domain QA systems
since related resources are small in size.

Beyond the type and domain of the processed question and the expected answer, there are two
known approaches for answering user questions by a QA system:

(i) Surface approaches based on the comparison between strings of question and
targeted documents. Generally, these techniques are language independent and, hence, are of
limited interest especially when the gap between the question string and the answer string in
documents is large. Techniques that help in reducing this gap will be explained later in this
chapter.

(if) Deep approaches trying to understand the user question and the knowledge in the
available content. In this case, many other NLP tasks can be used such as language
preprocessing (text segmentation, tokenization, etc.), processes from different NLP layers
(morphology, syntax, semantics, etc.) and statistical and machine learning models. Actually,

12




these approaches are concerned with a deep analysis and language-dependent tools so that the
most challenging types of questions (see Table 1 above) can be answered by the system.
Nevertheless, these approaches are harder to implement due to the challenges of natural
language processing.

Before presenting the state of the art of the existing QA systems with respect to the above
approaches, we focus on the general architecture of QA systems and their evaluation.

2.2.2 General Architecture of QA systems

Whether using a surface or a deep approach, the existing QA systems follow a generic
architecture. This architecture is a pipeline of three main modules: Question Analysis and
Classification (QAC) Module, Passage Retrieval (PR) Module and Answer Extraction and
Validation (AEV) Module (see Figure 2).

Question Analysis Passage Retrieval Answer Extraction
and Classification and Validation

Features about

i i High quality passages
' question and |

! -
i ! Answer from the previous
1 according to previous |

1
! !

E passages and according to
' analysis features

expected answer features

_______________________________________________________________

Figure 2. General architecture and modules of a QA system

As we can see, the purpose of each module can be summarized as follows:

(i) QAC module: In this module a question is analyzed in order to identify its type, extract its
pattern and the structure of the expected answer, form and/or reformulate the query to be
passed to the PR module, determine constraints on the expected answer, etc.

(if) PR module: This module is a core component of the QA system. Generally, an IR system
(for instance a SE such as Google or Yahoo!) is used to retrieve documents and passages.
Thereafter, this module has to perform a ranking process in order to improve the relevance of
the candidate passages that better match the user question.

(iii) AEV module: This module tries to extract the answer from the candidate passages
provided by the previous module. In advanced QA systems, this module can be designed to
construct the answer from one or many passages. Obviously, the AEV module will fail to
return the correct answer if the candidate passages provided by the PR module are not
relevant and do not contain the answer. There are some systems that also integrate answer
validation in this module.

Let us present an example which illustrates how each module works and what kind of data it
retruns. According to the above architecture, a QA system will process the question “What are
the places in Morocco most visited by French tourists in the last decade?” as follows:

13
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The QAC module determines that the given question is of type “LIST” i.e., the
expected answer is a list of items. In some cases, the module has a predefined list of
question patterns and the question may be matched with these patterns. For instance,
the module decides that the right pattern is “What are X [in P] [by Z] in Y?”. In this
case, the module generates the structure of the expected answer under the format “X
[in P] [by Z] in Y {are, is, ...} so that the PR module makes a special emphasis on
documents (or passages) containing this structure (in a superficial QA approach). The
QAC module also defines the bag of words to be used in the queries. In our example,
these words are for example: most; visited; places; tourists; last; decade. The module
is concerned by the recognition of NEs (in the example: Morocco and French). It also
identifies constraints on the answer (last decade: temporal constraint) in order to filter
candidate answers according to these constraints.

Basically, the PR module tries to extract from the document collection the best
paragraph-sized fragments of text (i.e., passages) that are similar to the user question
in terms of keywords and structure. In our example, let us assume such passages are as
follows:

0 Passage 0: “the most visited places in Morocco by French tourists in the last
decade are not the same for those coming from Germany”

o0 Passage 1: “the most visited places in Morocco by French tourists in the last
decade are Marrakech, Rabat and Fez”

0 Passage 2: “the most visited places in the Kingdom of Morocco by French
tourists in the last decade are mainly those located in the cities of Marrakech,
Rabat and Fez”

o0 Passage 3: “Fez is one of the most visited cities in Morocco by French tourists
in the last decade”

o Passage 4: “In the last decade, French tourists have most visited Fez, Rabat
and Marrakech”

o Etc.

Obviously, the PR module returns the first passage above when the collection contains
a document with this passage. However, in real texts, the situation is often more
complicated. The PR module may be challenged if:

o0 none of the documents contain any passage related to the question;

o there are documents with similar keywords but different structure (for instance
passage 4 above) ;
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o there are documents with similar structure but different terms (passage 2 and 3
above);

O etc.

Note that passages can be retrieved following two main approaches: (i) indexing each
passage as separate document and retrieving it as such; (ii) retrieving relevant
documents for a given question and then retrieving passages from these relevant
documents (Khalid 2008). Both approaches require additional processes to face the
above challenges. One of these additional processes is QE. In the case of the given
example, a QE process can generate new terms for the NE “Morocco” such as
“Kingdom of Morocco” or for the keyword “places” such as “locations”, “cities” and
“regions”. These new terms can then be added in the question structure and be used at
the retrieval stage. The consistence of existing QE techniques will be described later in

this chapter.

The AEV module usually integrates two sub modules for Answer Selection and Answer
Validation respectively. The former concerns the pre-processing of passages (coming
from the PR module) in order to extract sub content from them with its features; the first
sub module returns a list of candidate answers. The latter sub module determines the
correctness of this list on the basis of their features. The importance of the AEV module
can be illustrated through “Passage 0 in the previous example. Indeed, even though this
passage contains similar question keywords and structure, the pre-processing of the
passage at the AEV module will result in the sub content “not the same for those coming
from Germany”; from this content, the system can identify “Germany” as a candidate
answer since the user expects a list of places and “Germany” is tagged with the NE
feature “LOCATION”. Nevertheless, the Answer Validation sub module will reject this
candidate answer if it has additional information: Germany is not a place in Morocco.

As we can see from the above example, the performance of each module is impacted by the
performance of its predecessors in the pipeline. Moldovan et al. (2003) reported that more
than 36% of errors in QA are due to mistakes of question classification. (Llopis et al., 2002)
assets that the quality of the results returned by the QA system depends mainly on the quality
of the PR module it uses.

The previous example also shows two main findings:

= The three basic modules of a QA system have complementary roles. The
information extracted and generated by each module can help in the other
ones. Hence, their performance are highly dependent each to another;
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= Features about question keywords are of great importance in the three
modules and in turn for the whole system. For example, questions asking
about NEs require information related to the expected NEs.

In order to obtain an efficient QA system, each module has requirements in terms of
approaches and NLP components. Thus, measuring the impact of each used approach and
component is of great interest at the development stage, and in turn for the usability of the
system in real situations.

The performance of such systems can be measured at the module level and/or at the system
level. Due to the importance of the evaluation in the process of building QA systems, we
devote the following section to the presentation of the well-known evaluation campaigns,
their trends in terms of evaluated systems and the resulting QA-oriented measures.

2.2.3 Evaluation in the QA field
2.2.3.1 Evaluation campaigns

Starting from 1987, an important trend has emerged in the NLP field: the organization of
evaluation campaigns related to different tasks such as speech processing (Pallett 2003) and
text understanding (Harman 1992). The Information Retrieval community kept track of this
trend and witnessed the organization of the TREC (VVoorhees and Harman 2005) in USA.

The field of IR was one of the most concerned by the so called “evaluation paradigm” (Adda
et al., 1998). Indeed, the number of IR evaluation campaigns and the number of participants
denote the importance of these campaigns for IR researchers.

Regardless of the nature of the evaluated task, these events succeeded in pushing forward the
efforts made by researchers. They were, and still are, a framework for providing new data
sets, developing methodologies for new topics of the concerned task, and bringing together all
relevant actors to objectively compare their techniques:

In Europe, since 1994, the NLP and IR research communities have known an ongoing series
of evaluation campaigns related to a variety of tasks including Morpholympics for German
morphological analyzers (Hauser 1994), Grace for French Part-Of-Speech taggers (Adda et
al., 1998), Senseval and Semeval for lexical semantics (Edmonds and Kilgarriff 2003; Agirre
et al.,, 2007) and the Conference and Labs of the Evaluation Forum (i.e., CLEF) for
information access systems with an emphasis on multilingual and multimodal information
with various levels of structure (Agosti 2007). In the 2012 edition of CLEF, even non-
European languages such as Arabic have been introduced in the QA for Machine Reading
track. Thus, the evaluation and benchmarking of Arabic QA systems can be encouraged and
supported by this decision.
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The significance of results presented in the above campaigns highlighted the issue of
evaluation and its importance in the cycle of NLP projects. Thus, new terms are used within
the community such as:

Progress evaluation: in this evaluation, the current state of a system is assessed
against a desired target state,

Adequacy evaluation: in this evaluation, the adequacy of a system for some intended
use is assessed,

Diagnostic evaluation: in this evaluation, the assessment of the system is used to find
where it fails and why,

Hypothesis vs. reference data: hypothesis refers to data produced by the systems
participating in an evaluation campaign while data created to represent the gold-
standard are called “reference” (Mitkov 2005),

etc.

Over the last two decades, the organized evaluation campaigns have followed a typical model
which is composed of four phases as illustrated in Figure 3.
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Figure 3. Typical phases of an evaluation campaign

As depicted in Figure 3, the two first phases of an evaluation campaign allow participants
firstly to adapt their systems to the conditions of the final test (for instance taking into account
test formats in terms of inputs and outputs) and secondly to perform any needed adjustment in
terms of evaluation protocol or system functionalities using a small set of gold-standard data.
The last two phases are simply those of the actual competition where participants process
gold-standard data using their systems, send the output results for adjudication and get final
results and ranking. Generally, a workshop is organized to reveal the final results, to present
evaluated systems and methods and to have discussion between participants.
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The QA evaluation series have always been held as a task under the different IR campaigns.
This is the case of TREC for English, CLEF for European languages, the National Institute of
Informatics Test Collection for IR systems (NTCIR?) for Japanese, the Russian Information
Retrieval Evaluation Seminar (ROMIP®) for Russian language and the INititative for the
Evaluation of XML Retrieval (INEX4). The Arabic language was rarely one of the languages
in these QA tasks. To our knowledge, the only editions where this language was introduced
are:

» TREC during 2001-2002 in the Cross-Language Information Retrieval track on
Arabic CLIR?,

= CLEF@2012 in the main task of the QA4MRE workshop®.
2.2.3.2 QA measures

In general, in order to measure the performance and effectiveness of IR systems, a test
collection is needed. This collection is composed of (Manning et al., 2008):

e a document collection which is a list of content to be indexed or formatted
according to the system need,

e aset of queries expressed in natural language,

e a set of relevant judgements assessing a pair of document-query “relevant” or
“nonrelevant”. This is called the “gold standard” or “ground truth” judgment of
relevance.

With respect to the evaluation of IR systems, two kinds of situations can occur: (i) unranked
retrieval situations, and (ii) ranked retrieval situations. In the former, the system returns a set
of documents for a query while in the latter, this set of document is ranked or restricted to the
top k documents that better match the query (k is a number to be defined in the system).

In unranked retrieval situations, the evaluation is usually made through the following
measures (Manning et al., 2008):

o Precision (P) which is the fraction of retrieved documents that are relevant to the
question:

P = #(relevant items retrieved) / #(retrieved items)

0 Recall (R) which is the fraction of relevant documents that are retrieved:

2 http://research.nii.ac.jp/ntcir/

® http://romip.ru/en/

* https://inex.mmci.uni-saarland.de/

> http://terpconnect.umd.edu/~oard/research.html#trecclir

®n Chapter 4, we provide more details about this campaign in which we participated using our Arabic
QA approach.
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R = #(relevant items retrieved) / #(relevant items)

o0 F-Measure (F) which combines precision and recall and represents their weighted
harmonic mean. The most used formula for F is:

F=2*P*R/P +R

In the QA field, which is commonly referred to as a sub field of IR, the above measures are
commonly used for unranked retrieval. Note that the evaluation of QA systems can be done
for the whole system and/or for each module, especially the PR module and the AEV module.
In both cases, the situation of ranked retrieval occurs. Hence, the above measures are not
useful since they only inform about the effectiveness of the system in returning and in
covering a high number of precise documents without highlighting the ability of the system to
provide documents that are ranked according to their relevance.

As we have previously seen, the different QA evaluation campaigns use measures more suited
to this task. The commonly used measures in the context of those campaigns are:

0 Accuracy: this measure is used to evaluate the quality of the overall QA system
that provides one potential answer. Accuracy is a number between 0 and 1 that
indicates the probability that the QA system will provide the correct answer on
average. It is expressed as following:

Accuracy = Number of correct answers / Number of questions

0 Mean Reciprocal Rank (MRR): this measure is used to evaluate the quality of the
overall QA system that provides a sorted list of ‘n’ potential answers. MRR is a
number between 0 and 1 that indicates the quality of the sorted list of ‘n’ potential
answers. The formula to compute MRR is the following:

o0 Answered Questions (AQ): is another measure for QA systems providing a sorted
list of ‘n” potential answers. AQ is a number between 0 and 1 that indicates the
probability of the QA system to provide a correct answer in its sorted list of ‘n’
potential answers. AQ is expressed as follows:

AQ = n / |Q]
Where:

n is the number of answered questions. Note that a question is answered when the
correct answer is contained in the list of answers returned by the system regardless the
rank of the correct answer
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| Q] isthe number of considered questions

Since this measure does not penalize the system when it does not rank the correct
answer as first, we can consider it as a relaxed version of both the accuracy and the
MRR.

O c@1 measure: This measure, used in previous CLEF QA tracks since 2009,
encourages systems to reduce the number of incorrect answers while maintaining
the number of correct ones by leaving some questions unanswered. It is
represented by the following formula:

c@l = (nr + nu * (nr/n)) / n
where:
nr : is the number of correctly answered questions
n: is the total number of questions

nu: is the number of unanswered questions

2.3 Advances in Arabic QA

The above characteristics of QA systems in terms of architecture and evaluation are
commonly followed by researchers independently of the targeted language. Nevertheless, the
core modules of these systems have to be developed and adapted to face the challenges
specific to each language.

The high level of complexity of Arabic morphology and syntax are among the specific
challenges that make the task of building an Arabic QA system tougher in comparison to
other languages. In the next sub section, we present some of these challenges in the context of
the QA task. Afterwards, we present existing Arabic QA works with a special focus on their
level of resolution of such challenges.

2.3.1 Arabic QA challenges

Independently from the targeted language, each module of a QA system requires the
integration of other basic and non basic NLP tasks. Figure 4 illustrates these requirements
among the modules of a typical architecture of a QA system.
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Figure 4. Sample of NLP tasks used in QA systems

Figure 4 gives an idea about some of the most useful tasks regarding a specific QA module.
For example, many works related to the PR module have reported the use of QE, SES/IR
techniques, syntactic parsing and/or semantic reasoning. Also, PoS tagging, WSD and NER
are among the tasks commonly used in the QAC module.

Obviously, performing each of the above related tasks is challenging because of the Arabic
language particularities. In the following sub sections, we provide, through examples, the
principles of these particularities that turn Arabic QA and its related NLP tasks into a
challenge.

2.3.1.1 Arabic script

Arabic is written using a specific alphabet writing system called “Arabic script”. This system
also used in other languages (for example Persian, Urdu, etc.) is different from the Latin
system. Currently, the most available and efficient NLP tools are developed for languages
such as English that uses Latin script. Researchers in the Arabic NLP community usually
adopt some of these existing tools in their works by means of transliterating Arabic text using
Latin characters (for example by adopting Buckwalter’s transliteration). ’

2.3.1.2 Ambiguity in Arabic QA

Unlike Latin languages, Arabic is written using diacritics (i.e. fatha, damma, kasra) that play
the role of vowels. Apart from children books and religious text, it is rare to find texts with
full diacritization.

Beyond the classical ambiguity problem that is common to NLP for different languages, the
non use of diacritics leads to additional challenges. This causes more ambiguous situations
than any other language. The average is 19.2 per Arabic word versus 2.3 in other languages
(Farghaly and Shaalan 2009).

" Throughout this document we use the Buckwalter table (see http://www.qamus.org/transliteration.htm) to transliterate
Arabic words into Latin characters
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Let us take some examples to show how this explosive ambiguity can present real challenges
to Arabic QA:

e The first issue can be explained through the question “ (& J& sl gadlll @ (s
S S Blal 5 gl &) 9,0 B Al JUaB day a7 (M hw AISXS Al*y qtl fy jrymp
qTAr Al$rg fy AlrwAyp Alshyrp I>jJAVA krysty, i.e., “Who is the person who
was killed in the Orient Express crime in the famous novel of Agatha
Christie?”). The absence of diacritics in verb “J®” presents at least two cases
for the QA system: (i) “J%” with fatha above the letter “&"which means that
the question is “Who did Kill in the famous story of Agatha Christie, Murder
on the Orient Express?” so “J@” here means “kill”, and (ii) “J%” with damma
above the letter “@&’which means that the question is “Who is the person who
was Killed in the famous story of Agatha Christie, Murder on the Orient
Express?” so “J®” here means “was Killed”. Obviously, the AEV module will
be negatively impacted by this ambiguity problem due to the non use of
diacritics. Arabic QA systems that try to answer to questions from the Web
will be more concerned by this challenge since the online content is usually
undiacritized.

e The second issue rises when a PR module integrates a QE process. In our
example, the verb of the question is one of the most interesting keywords for
expansion. Trying to perform this expansion for the verb “J®” (we suppose
here that a WSD process implemented in the QAC module has already
disambiguated the word “J&” and eliminated all noun cases such as “J®”, i.e.
“Killing” with fatha above the letter “@&” and soukon above the letter “<”)
means to generate related terms such as “J&&1” i.e. to assassinate or “J&1” (i.e.
to be assassinated). In the case the user looks for the person who “was killed”,
the former term is not relevant and will bring some noise to the PR module.

2.3.1.3 Complex morphology

Arabic is a highly agglutinative and derivational language. In Arabic, a word may replace a
whole sentence in other languages. For instance, the sentence “and with their return” can be
expressed in one Arabic word “agi2 8" which includes the stem “3352” (i.e. return), the prefix
“<&” (i.e., and with) and the pronoun ““aa” (i.e. plural pronoun). Thus, extracting keywords at
the QAC module of an Arabic QA system will be more complex than any other language.
Applying a light-stemmer (Khoja 1999) or a classical morphological analysis such as BAMA
proposed by Buckwalter (2004) may be enough in some basic IR systems but not in advanced
QA where the exact need of a user has to be caught by the system. In a question like “ ¢(»
B il gl Al Lagd ey A LSy 5aY) Gle 33l (Who are the two American inventors that
are known as the first creators of an aircraft?), the user looks for the name of two persons (i.e.
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Orville Wright and Wilbur Wright). In English QA, the system catches this user need through
the word “two”. In Arabic, this information is embedded in the word “gte i3l thanks to the
suffix “&”. Actually, the above is just an example; the morphology of an Arabic word may
contain large number of morpho-syntactic information (basic POS, gender, number, mood,
case, etc.) that are important for each module of Arabic QA.

Concerning the derivational aspect of the Arabic language, it was reported that most of the
Arabic words are derived from a three-letters root (sequence of three Arabic letters) and very
few are from four or five letters roots. The effectiveness of IR and QA based on root, stem or
word at the indexing or retrieval stage is still under research with different findings (Abu-
Salem et al., 1999; Aljlayl and Frieder, 2002; Darwish and Oard, 2003; Larkey et al., 2007;
Benajiba et al., 2007a; 2007D).

Similarly, discussion is still open about the usability of QE based on the generation of
morphologically related words relying on root or stem. In fact, replacing a word with its
morphologically related forms can completely change the meaning of a question. For
instance, in the question “f4 kil alll Cids e” (When did the scientist reveal the theory?),
replacing the verb “«as” (to reveal) by a verb with similar root such as “«ais)” (to discover)
results in changing the expected answer from the time of revealing the theory to the time of its
discovery.

2.3.1.4 Syntax particularities

It was depicted in the previous sections that a QA system needs deeper analysis and
understanding of the question at different levels especially syntax and semantic ones. In the
Arabic language, the basic order of words is Verb-Subject-Object (V-S-0), but S-V-O, V-O-
S, etc. are also possible (Green and Manning 2010). This may raise some issues in the Arabic
PR module. Let us take the previous sample question “$da kil alal) (a&s " (i.e. When did
the scientist reveal the theory ?). The classical PR approach consists in retrieving the passages
that contain the same word order as in “4 kil allal) Ciis” (j.e. the scientist reveals the theory).
However, the collection may contain the other possibilities listed in Table 2.

Table 2. Examples of the different word orders in Arabic sentences
VSO | 4 kil allal) ié81994 4w
The scientist revealed the theorem
SVO | A kil ids allall1994 4iu
The scientist revealed the theorem
VO 4l Lids1994 A
He revealed the theorem
VOS | allad) 4y 5l (idS 1994 A
The scientist revealed the theorem
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As we can seeg, it is also important that the PR module considers the different situations of the
question keywords order. The syntactical analysis of Arabic is more challenging with respect
to these word order possibilities, to ambiguity of undiacritized text and to the complexity of
morphology for each word. Note that as we have seen, words may embed pronouns that
replace the subject or the object in V-S-O, S-V-0O, etc.

Regarding the different challenges of NLP in Arabic, the performance of syntactic parsing
tools of this language is a constraint for their usability in the context of QA systems. Let us
recall that at a semantic level, a QA system may use a technique that relies on syntactic
parsing. Among these techniques we can cite the identification of semantic role labeling that
was reported as promising for shallow semantic parsing (Gildea and Jurafsky 2002).

2.3.1.5 Named Entities in Arabic QA

As we have seen in the introduction of Section 2.3.1, NER is one of the most used tasks in
QA systems, particularly in the analysis module. This task has been performed for the Arabic
language based on algorithms such as in the work of Benajiba and Rosso (2008) based on
supervised Machine Learning (ML) techniques namely Maximum Entropy, Support Vector
Machine (SVM) and Conditional Random Field (CRF) or relying on resources and rules
(Zaghouani 2012). Despite these efforts, the availability of public Arabic NER tools is still
lacking.

For other languages such as English, NER systems commonly use capital letters as a main
feature to identify NEs. These systems also rely on ML techniques to classify the NEs
(Nadeau and Sekine 2007). With respect to the above techniques, the Arabic language
presents some specific challenges. One of these challenges is that Arabic does not use capital
letters. This constraint can be passed over for foreign NEs in Arabic text (for instance J: a!a
and Jass 2,8 ) by applying a morphological analyzer ; if the word cannot be analyzed, it is
more likely that it is a NE. In undiacritized Arabic text, however, this technique is not
efficient for Arabic NEs since they can be confused with adverbs or verbs. For example the
question “SJaghll dile Mg cul” (Where is born Aref Tawel?) is asking for the place of birth of
a Syrian actor (i.e. Aref Tawel). The two words composing this NE can also be interpreted by
the morphological analyzer as adverb and adjective (Jisk! <ite means the taller man who
knows).

As an alternative to NER tools, a NE ontology such as YAGO (Suchanek et al., 2007) can be
used and be integrated in an Arabic QA system.

2.3.1.6 Lacks of resources for semantic processing

The lacks of available resources has always been mentioned as an obstacle for Arabic NLP
projects. It concerns almost all the tasks that can be integrated in a QA system. Resources are
needed either for processing and evaluation.
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A) Resources for processing

The Arabic NLP community needs in terms of resources range from the most basic ones such
as electronic lexicon, corpora and dictionaries to the most advanced ones such as ontologies
and knowledge bases. The last decade witnessed many efforts in the development of public
resources especially those belonging to the first category. The needs of Arabic QA
community are much more important regarding the nature and complexity of this task.

Ontologies can play a key role in a QA system. For instance, in the previous question “ s& ¢
O o S BaY 3 gl A gl (B (3,al JUaB Ay B JB 1) (addli” (Who is the person who was
killed in the famous story of Agatha Christie, Murder on the Orient Express?), humans can
extract the right answer from the following passage:

5858 A glitia Linda B yde AT AL 3 glavall 3 gualall A Cundill ) (S puaY) Jilusal) Jila pluall B Cadicy!
b 3

Only to discover in the morning that the American Traveler Ratchet was killed in the nearer
cabin with twelve stabs varying in terms of strength and characterization

An Arabic QA system can do the same if it has the information that “_8w." (traveler) is a sub
concept of “uadd™ (person). Such information can be found in an ontology of the Arabic
language such as the Arabic WordNet® (Felbaum 1998; Elkateb et al., 2006) or the one

proposed by Jarrar (2011).

B) Resources for evaluation

As we have seen in Section 2.2.3, building a QA system passes through many experiments
that require relevant test collections and data. For Arabic, there are just a few available
resources for evaluation (Ezzeldin and Shaheen 2012):

e The first test set developed for Arabic IR and QA was the TREC 2001 and
TREC 2002 text collections containing only 383 872 documents (some 800MB
of data), the English TREC WT10g collection contains 1.6 million documents
(10GB of data), and the English TREC GOV2 text collection contains 25
million documents (420GB of data) (Nwesri 2008).

e The second test set was proposed and made available for public by Benajiba et
al. (2007a). This collection developed in the framework of the ArabiQA
system contains 200 question/answer pairs and 11,000 documents from the
Arabic Wikipedia in SGML format. Note that this is the format accepted by the
CLEF campaign (see Section 2.2.3.1).

& In fact, AWN is a semantic network of Arabic words grouped into synsets rather than concepts.
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In this section, we presented the most known particularities of the Arabic language with
regard to QA systems. Despite these particularities turn into real challenges, the Arabic QA
field has known various attempts to overpass them. The following section presents the
systems developed in the context of these attempts.

2.3.2 Existing Arabic QA systems

The first works on Arabic IR started in 1990s with a limitation in terms of text collections
size. The main focus of that works was the evaluation of the effectiveness of indexing by root,
stem or surface words. In 2001, the TREC campaign has considered a track of 75 queries for
testing Arabic retrieval as a monolingual and cross-lingual task (Nwesri 2008).

To our knowledge, the first built Arabic QA system is called “AQAS” (Mohammed et al.,
1993). The system presented some restrictions in terms of processed data that are mainly
structured in the context of a knowledge base. Ten years after this attempt, the Arabic QA
system called “QARAB” was proposed by Hammo et al. (2004). Unlike AQAS, this system is
based on a set of rules for each question type excepting “WHY” and “HOW?” questions that
require more advanced processing. The performance of QARAB has not been tested
following state-of-art evaluation methods. In fact, the only reported experiments are made by
four native speakers who checked the correctness of QARAB answers for 113 questions.
These experiments show that a recall and a precision of 97.3% were obtained.

Building new Arabic QA systems have gained much interest in the community of Arabic
NLP, especially with the following works:

e ArabiQA (Benajiba et al., 2007b): authors of this work prepared an evaluation
corpus on the basis of CLEF guidelines. Using this corpus, it was reported that
light stemming has a positive impact over the PR module. An AEV module that
obtained an accuracy of 83.3% has also been integrated in that system. This
AEV system relies heavily on Named Entity Recognition.

e QASAL (Brini et al., 2009): is an attempt for building an Arabic Q/A which
processes factoid questions (i.e., questions that have NE answers). Experiments
have been conducted and showed that for a test data of 50 questions the system
obtained 67.65% as precision, 91% as recall and 72.85 as F-measure.

e Kanaan et al. (2009) described a QA system for short Arabic questions relying
on IR and NLP techniques. The authors used a text collection with 25 documents
from Internet, 12 questions and some relevant documents. The reported
performance obtained 100% precision for 0, 10 and 20% recall and 43%
precision for 90 and 100% recall. According to the small size of the used
collection and question set, their experiments cannot be considered as reliable
results to compare with.
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e AQUASYys (Bekhti et al., 2011): is an attempt at building an Arabic QA system
which is composed of three modules: A question analysis module, sentences
filtering module and an answer extraction module. The system was evaluated
with a set of 80 questions. The system obtains a precision of 66.25 %, a recall of
97.5 and an F-measure of 78.89.

A description of the modules integrated in these system-oriented works is provided in the next
section. In each QA module, we also mention other attempts that are qualified as component-
oriented, i.e., attempts where the main objective is to enhance a particular Arabic QA module
or component regardless its integration in a full system.

2.3.3 Arabic QA modules
2.3.3.1 Question analysis classification

The QAC module of QARAB uses the Type-Finder and Proper Name-Finder system
implemented by Abuleil and Evens (1998). In that module, the question type is identified by
means of short list of stopwords (i.e.When, Who, etc.).

Authors of the ArabiQA system (Benajiba 2007b) built their own QAC module that integrates
a developed component for NEs recognition and classification. Let us recall that NER is
among the tasks that are most commonly used in a QAC module. The existing NER systems
namely Siraj° by Sakhr, ClearTags'™ by ClearForest, NetOwlExtractor'' by NetOwl and
InxightSmartDiscoveryEntityExtractor 2 by Inxight are all for commercial ends.

The QASAL (Brini 2009) system integrates a QAC module that allows returning information
about the processed question such as the NE representing the focus of the question, the
keywords of the question, its class and its schemata.

2.3.3.2 Arabic passage retrieval

The PR module of QARAB (Hammo 2004) integrated a QE process based on root
relatedness. This module generates new related terms having the same root of the original
question keywords.

In ArabiQA (Benajiba 2007b), the PR module uses the Java Information Retrieval System
(JIRS)™ (Gomez et al., 2005) as a core component for passage scoring based on Distance
Density n-gram Model. JIRS has been adapted for the Arabic language (Benajiba et al.,
2007a) and used following the architecture illustrated in Figure 5.

® http://siraj.sakhr.com/

10 http://www.clearforest.com/index.asp

Y http://www.netowl.com/products/extractor.html

12 http://www.inxight.com/products/smartdiscovery/ee/index.php

3 JIRS is an Information Retrieval system developed by Gomez et al., (2005). Unlike the traditional search
engines that are based on question keywords, JIRS retrieves passages that will most likely contain the answer. Its
search technique is based on question n-grams using three different language independent models.
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Figure 5. Usage of JIRS in ArabiQA
Source: (Benajiba 2007a)
Figure 5 shows that JIRS is used on top of a classical SE with the aim to improve the passage
ranking. The experiments conducted by Benajiba et al. (2007a) are the first ones to consider
the same questions proportion as in well-known evaluation track (CLEF 2006 in this case).
The results with the use of JIRS and a NER system for Arabic helped to obtain a 83.3%
precision.

In the QASAL system, the authors have used a passage based approach which consists in
considering each passage as separate document. The retrieval of passages is made following
two steps: (i) Step 1: retrieving passages related to the question focus (i.e. NE if factoid
question, verb or noun otherwise), and (ii) Step 2: retrieving relevant passages by considering
the other keywords of the question. In the second step, weight is assigned to each term.

As an improvement of the PR module of QASAL, the developers of the system cited the
usage of Arabic WordNet as a QE resource in order to extract synonym terms.

2.3.3.3 Answer extraction and validation for Arabic

The importance of AEV is its ability to provide a precise answer to the user question instead
of long passages or list of documents. For factoid questions, the extraction of a NE in the
candidate passages can be enough to provide a right answer. For the Arabic QA systems, this
is not a trivial task according to the particularities of Arabic previously described. The need of
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an accurate NER for Arabic for this task rises. The NER developed in the framework of
ArabiQA was reported to provide competitive F-measure (83.5 on the ACE 2003 BN data').

For definition questions, this task is even more challenging for Arabic since the user needs
definition passages about the question focus. Trigui et al. (2010) used manual lexical patterns
of sequences at word, letter and punctuation levels as well as heuristic rules deduced from a
set of correct and incorrect definitions. Preliminary experiments on 50 questions about
organizations have been conducted using the above AEV method.

Other researchers have investigated N-gram matching method for Arabic AEV module.
Abdelbaki et al. (2011) tested the usefulness of semantic similarity and N-gram matching
between question’s focus and candidate answers. The reported results are around 86%
accuracy and 0.87 MRR. The experiments used a small test-set based on the ANERCorp™
containing 316 articles and 240 questions.

2.4 Non Arabic QA systems experiences

In QA field, many research works are devoted to the English language. The existing systems
consider different types of questions ranging from the simplest ones such as factoid questions
to the most complicated ones (for instance why-questions, definition and opinion questions)
requiring deeper approaches.

The future development of Arabic QA, either in a monolingual or in a cross-language context,
can leverage the main lines and approaches investigated in the existing experiences related to
other languages.

The next sub sections describe these existing experiences from two complementary
perspectives: system-oriented and module or component-oriented. Section 2.4.1 shows the
most important development and evaluation lines of whole QA systems. Section 2.4.2
highlights other works that only consider separate modules.

2.4.1 Development and Evaluation of system-oriented QA

The development of QA systems has known different trends in terms of targeted collections
and used approach, within the communities of researchers attending the evaluation campaigns
held annually or those working on Open Source projects.

2.4.1.1 Targeted collections

The early QA systems extracted answers from structured data. In 1993, a system called
MURAX (Kupiec 1993) was among the first QA systems searching for answers in a
document collection. In that work, the electronic version of an encyclopedia was used to

14 http://www.nist.gov/speech/tests/ace/
15 http://www.dsic.upv.es/%7Eybenajiba/resourcess ANERCorp.zip
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answer questions from the quiz game Trivial Pursuit. With the growth of available
information on the Web, it was normal that many QA researchers thought using the online
content to get the expected answer. The popularity of Web based QA systems can also be
justified by the available Web search APIs that the common Search Engines such as Google,
Bing and Yahoo! offer for developers. MULDER Kwok,(2001), NSIR (Radev 2002),
ANSWERBUS (Zheng 2002) and START (Katz 2002) fall into this category of Web-based
QA systems. Their performance, in particular LAMP (DellZhang 2002), is comparable to the
best state-of-the-art question answering systems.

2.4.1.2 QA approaches

Initially, the most used approaches were surface-based (i.e., based on statistical techniques or
symbolic/pattern matching). Thereafter, new approaches have emerged such as:

¢ Rule-based QA systems integrate heuristic rules that mainly rely on lexical and semantic
features in the questions. This is the category of many existing projects such as Quarc
(Riloff 2003) and Noisy channel Echihabi,(2000).

e Knowledge representation-based approaches, where the question and the passages are
compared on the basis of their semantic representation.

e Domain-oriented approaches have the aim to reach higher accuracy by using a domain-
specific Knowledge Base (KB) and/or a set of rules for the given domain. Obviously,
the restriction means that a smaller amount of information is required in the built KB,
which in turn means that the project is feasible in terms of budget (time, money and
resources). This line of QA research was one of the lines followed by early built systems
such as LUNAR (Woods 1972) for Geology domain and BASEBALL (Green 1961)
which answers questions about the US baseball league. Other attempts in this category
of QA systems are Geographic (Chung 2004), Biomedicine (Zweigenbaum 2003),
WEBCOOP (Benamara and Saint-Dizier 2004).

2.4.1.3 Communities of QA research
A) Evaluation campaigns community

Over the editions, TREC and CLEF campaigns moved from traditional tracks of questions
(short factoid and definition questions) and collections (especially newswires) to new
challenges. The evolution of both campaigns is illustrated in Figure 6.

As illustrated in Figure 6, along the tracks of QA evaluation, each edition of CLEF and TREC
advanced following one or many axes, in particular in terms of: (i) question types, (ii)
evaluation (measures, answer validation, etc.), (iii) nature of the QA task (classical or more
advanced such as machine reading and opinion detection), and (iv) content of the targeted
collection.
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For instance, Figure 6 shows that the edition 2002 of TREC was characterized by the use of a
new measure, i.e. the confidence score, the CLEF 2011 was interested in a new collection
types such as blogs and topic-oriented collections along with a new QA task, i.e. Machine
Reading.
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Figure 6. Evolution of the QA task in TREC and CLEF campaigns

Following, a summary of the main trends registered in these campaigns with respect to the
four above axes:

= TREC
0 1999 in TREC-8: factoid questions
o0 2002: the confidence-weighted score is used to assign confidence to answers

0 2003: in addition to factoid questions, list and definition questions are also
considered

0 2005: events were added as possible targets
0 2006: temporal context of the document collection is considered

o0 2007: further challenges to the QA by integrating blogs (less formal language)
in the document collection. Best system for factoid questions (accuracy of
0.706), for other questions (F(=3)=0.329)
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0 2008: NIST organized QA track at Text Analysis Conference (TAClG). Factoid
questions were removed and questions about opinions in blogs were
highlighted. In this edition, definition and list questions were kept.

= CLEF: Unlike TREC, cross-language systems have been considered starting from the
first edition (2003). IR engines were widely used by systems participating in CLEF
over years. No real deeper understanding of documents was performed by these
systems. Results did not go beyond 60%.

0 2003: tasks to test monolingual (Dutch, Italian and Spanish) and cross-
language (Dutch, French, German, Italian and Spanish source language queries
to an English target document collection). Questions were generally short,
factoid, unrelated to subjective opinions and not on definitions and multi-item
answers (i.e. List questions). 10% of questions have “NIL” answers (the
systems have to provide empty answers if no correct response in the document
collection is found). The basic evaluation measure was the MRR (it will be
described later in the next section). Average performance was 41% of correct
answers in the monolingual task and 25% in the cross-language one. Accuracy
reaches 29% and 17% respectively (Magnini et al., 2004).

0 2004: questions mostly factoid, also definition and “how” questions
introduced. Accuracy is the main measure. Average accuracy was 23.7% and
14.7 for bilingual runs (Magnini et al., 2004). The Confidence-weighted Score
IS used.

0 2005: the number of target languages became 12 (Amharic, Bulgarian,
Chinese, English, French, German, Hungarian, Indonesian, Italian, Portuguese,
Russian, and Spanish).

0 2006: closed (What are the two players who scored in the last match of
Manchester United in 1999?) and open (Name schools in Rabat) list questions
were considered.

o 2007-2008: the track was focused on topic-related QA. Heterogeneous
document collections were used.

0 2009-2010: in ResPublicQA, a parallel document collection was used for
multilingual QA. Focus on legal documents. Reason and Opinion questions are
also considered. Systems were allowed to return either passages or exact
answers. A new evaluation measure called c@1 was used to reward systems

1 http://www.nist.gov/tac/
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that reduce the number of questions answered incorrectly without affecting
systems accuracy.

0 2011-2013: QA4AMRE was the new considered task. This task requires deep
knowledge of text meaning. Systems used documents as well as background
collection to extract the answer. The background collection is a variety of
documents from different sources (newspapers, web, blogs, Wikipedia, etc.) on
three topics, namely Aids, Climate change and Music and Society. Systems
need a cognitive process with inferences, implications and presuppositions, etc.
in order to extract the answer that can be implicit in the document.

B) Open source community

The community of Open Source QA systems has known significant works with projects such
as Open Ephyra (Schlaefer et al., 2006) and Aranea (Lin 2007). Also, the community of
Knowledge Representation (KR) has been interested in QA systems; therefore, the best
performing systems integrate some kind of inference or reasoning (Pefias 2008).

2.4.2 Component-oriented QA

The objective of this section is to provide an overview of the main achievements in each
module or component of the QA architecture. This is also the opportunity to show the
requirement of each QA module in terms of resources and evaluation.

2.4.2.1 QAC Module

The Question Analysis and Classification module has been addressed in many works, among
them we can cite Moldovan et al. (2000) who used the TREC-8 training to manually construct
a question type hierarchy of about 25 types. Hovy et al. (2001) analyzed a set of 17,000
questions to come up with a question typology which is composed of 47 categories. Named
Entities taxonomies can be useful in the classification of factoid questions. In this direction, it
is reported that accuracy of classification is obtained with small NE taxonomies instead of
large ones (Kurata et al., 2004).

Zhang and Zhao (2010) presented a Question Classification that uses words, named entities,
PoS and semantics as classic features to classify the question.

The importance of question classification is its ability to provide a pattern or a structure of the
expected answer. This is particularly useful in QA systems that use a surface-based approach
where the candidate passages are defined by their similarity to the question or, better, to the
expected answer. There are two main methods to question classification:

e Statistical methods using ML techniques: these techniques usually require
large sets of annotated questions (van Zaanen 2002). Hence, lack of training
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data can be a constraint to the use of these methods despite their effectiveness
reported in many works (Li and Roth 2006);

e Symbolic methods based on pattern matching: this technique is the most used
in recent evaluation campaigns. Since it is language-specific, this technique is
based on pattern matching rules that are in most cases manually created
(Dridan and Baldwin 2007). An alternative to this is learning patterns by
querying the Web with question/answer pairs (Schlaefer et al., 2006).

In (Dridan and Baldwin 2007), a comparison between the two methods for the Japanese
language shows that with less training data the former method can reach a higher accuracy.
The identification of additional constraints such as grammatical relations between question
terms was also among the issues studied in QAC (Scott and Gaizauskas 2001; Harabagiu et
al., 2001).

One of the important pieces of information that a QAC module provides concerns NEs
appearing in the question. We have seen above that the classification of the question can be
performed on the basis of NE taxonomies. Nevertheless, this is not the unique way QA
systems need information about NEs. This information is usually extracted by means of a
NER system. Other methods use large NE ontologies such as YAGO! which contains 2
million entities. The positive impact of using a NER in QA is confirmed in many studies such
as in (Noguera et al., 2005). Some researchers have used NER as a standalone component;
this means that they use the NE classes taxonomy of the NER tool. Some others have
proposed a QA-oriented NER in order to introduce a NE classes taxonomy which is more
suitable to QAC. In (Moll et al., 2006), authors show that the use of multi-label QA-oriented
NER system increases recall of named entities and benefits the task of QA.

As a summary to this part, we have seen that the works related to the QAC module were
interested in analyzing and/or classifying questions at two levels: (i) keyword level: where
POS taggers, NER systems and other tools and resources are required, and (ii) question level:
in which the question is classified using different techniques such as question taxonomies,
machine learning, pattern matching, etc.

2.4.2.2 PR Module

The number and diversity of research works related to PR revealed the importance of this
module in the architecture of a QA system. In this section, we describe exiting experiments on
three main sub tasks: (i) passage ranking as the core of basic PR modules, (ii) query
expansion that can be used to support passage ranking and PR as well to consider shallow
semantic features, and (iii) syntactic and semantic matching that also can support passage
ranking with advanced semantic comparison between questions and passages.

"7 Yet an Other Great Ontology, available at http://www.mpi-inf.mpg.de/yago-naga/yago/downloads.html
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A) Passage ranking

Usually, the main processed units in IR system are whole documents while QA systems only
consider parts of text (passages) from these documents at the answer extraction. Passages are
retrieved from the targeted document collection. This collection can be built from Web pages,
wikis, blogs, databases or any other source of information that is not necessarily structured.
From the TREC and CLEF campaigns, it turned out that with the huge amount of available
information either on the Web or in databases, a collection of documents can not efficiently
be queried by a QA system (mainly by the PR module) unless a pre-processing step is
performed. This step helps in using the collection offline and getting an acceptable response
time for users. The pre-processing step remains necessary for systems that use SEs such as
Google or Yahoo! to get the candidate passages. This is the case of languages with a high
Web redundancy such as English and Spanish. The existing approaches adopt this pre-
processing stage in different ways, particularly in:

= document indexation and annotation (Prager 2001),
= Jogical representation of documents (Molla Aliod et al., 1998),

= shallow linguistic processing of document collection including tagging, NER and
chunking (Milward and Thomas 2000).

Preparing a pre-processed document collection has shown great impact on the improvement
of the AEV module as well as the PR module. However, adopting such solution is not always
possible due to its cost in terms of time and money (linguistic experts have to get involved in
such projects). This solution also does not meet the main objective of QA systems and NLP
applications in general that is processing unstructured data.

In the context of PR, we distinguish between semantic, discourse and window-based passages.
In each type of PR, boundaries are defined by identifying changes in topic, discourse, or byte
spans, respectively. Beyond the type of used PR, two main approaches can be found in the
literature for passage ranking. The first one consists in dividing documents into passages in
the targeted collection and then ranking these passages. The second approach consists in
indexing and ranking the documents at search time and then retrieving passages from the
ranked documents (Callan 1994).

Ranking passages is the core process in the PR module. This process has to measure the
distance between the question and each document/passage in the targeted collection.
Weighting schemes help in assigning a relevance score to each document on the basis of:

e Term frequency: one of the most used algorithms in IR and PR module of QA
systems in particular is tf*idf (Term Frequency * Inverse Document
Frequency) technique (Murdock and Tesauro 2012). Let us recall that its main
idea is the fact that a document is more relevant to a query term if the latter
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occurs many times in it and less in all other documents. This technique
decrease the noise of stopwords at document/passage ranking since obviously
those stopwords appear in many documents and, therefore, idf will decrease
TF*IDF. In the case of factoid questions the technique improves results with
NE terms. For instance, if a document collection contains Wikipedia entries
about NEs, the TF part increases the relevance of the Wikipedia document that
describes the NEs since it will be cited in that document more times than any
other document. The IBM’s Watson QA system called “DeepQA” uses this
technique in its PR component (Chu-Carroll et al., 2012).

Statistical analysis: the most known family of statistical scoring functions is
bm25 (Robertson et al., 2000). The function is based on a probabilistic
information retrieval model that considers document features such as term
frequencies, document frequencies, and document length.

Even though both scoring and ranking techniques come from the IR field, they are widely
used in QA systems after being adapted to work on passages instead of whole documents.
Hence, these techniques are not effective when they deal with some QA specific challenges.
For instance, these classical techniques are not sensitive to relations between question terms
and cannot help in identifying passages where these relations occur in addition to that terms.
Typically, a PR algorithm comes after a document retrieval one. Generally, only topic based
document retrieval is performed before PR.

There are many attempts to propose PR algorithms with higher effectiveness in the context of
the QA task. Tellex et al. (2003) compare eight PR algorithms, namely:

Alicante (Llopis and Vicedo 2001): relies on the number of appearances and
idf values of the term in the query and passage;

bm25 (Robertson et al., TREC 4): the previously mentioned algorithm based
on a probabilistic information retrieval model,

IBM (Ittycheriah et al., TREC 9): based on weighted sum of various distance
measures (matching words, thesaurus match, miss-match words, dispersion,
cluster words);

ISI (Hovy et al., TREC 10): it is also based on weighted sum of various
features such as matching of NEs, question terms and their stems;

MITRE (Light et al., J. of Natural., Lang. Eng., Special Issue on QA 2001):
this is a baseline algorithm which counts the number of query terms that appear
in the sentence;
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e MultiText (Clarke et al., TREC 9): it also uses weights of terms through idf
with the particularity of assigning more importance to short passages with
many query terms;

o SiteQ (Lee et al., TREC 10): this algorithm weights passages (3 sentences
window) based on the density of question terms.

Figure 7 illustrates the main findings of that work. In fact, the eight considered algorithms
have been trained on TREC-9 and tested on TREC-10. The comparison between those
algorithms was based on the MRR and percent of unanswered questions.

The first finding is that the used document retrieval system can differently impact each
algorithm. This difference is statistically significant in the case of PRISE and Oracle retriever.
The former is more suitable for PR and confidence ranking.

The second finding is that the Density-based scoring performs the best passage retrieval
algorithms for factoid questions. This is the case of IBM, ISI, and SiteQ algorithms.

The Density-based models have gained attention due to their usability in the processing of
factoid questions. Gomez et al. (2007a) have proposed the language-independent system
called JIRS that implements the Distance Density N-gram Model. This model considers
sequence of ‘n’ adjacent words (n-gram) extracted from a sentence or a question. All possible
n-grams of the question are searched in the collection. It also assigns them a score according
to the n-grams and weight that appear in the retrieved passages. This system does not use any
language knowledge, lexicon or syntax (Gomez et al., 2005), but just shallow adaptations are
needed for its use in the context of a given language (for instance, the list of stopwords has to
be adapted to consider the one corresponding to the targeted language).
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Figure 7. Experiments on eight PR algorithms
Source: Tellex et al. (2003)

37



It was reported in (Gomez et al., 2007a) that JIRS improves the coverage measure (Roberts
and Gaizauskas 2004). In (Gomez et al., 2007b), it was shown that the JIRS system increases
the MRR. Both works have used a Spanish collection and 200 CLEF questions. Balahur et al.
(2010) also used the system in increasing the precision of a process that combines Opinion
Analysis with other challenges, such as the ones related to English QA.

The above mentioned works, especially the one of Tellex et al. (2003) and those using JIRS
highlight the usefulness of density-based algorithms. Nevertheless, they also mention that in
addition to question terms and their density in passages, there is a need of recognizing
syntactic relations. This issue was pointed out by Katz and Lin (2003) proving the importance
of relationship analysis rather than only considering term density. Cui et al. (2005) also
compared a dependency relation matching method with a density based one. The former is
performed by examining the grammatical dependency relations between query terms and key
terms within passages. This comparison results in a significant increase in performance of up
to 77.83% in MRR using the relation-based method as compared to the density-based passage
retrieval module.

To sum up, passage ranking is a core component of the PR module. As we have seen above,
the related research proposes different algorithms and techniques that were evaluated and
compared in real text situations. Although, most of them were designed for IR applications,
their use in PR modules of QA systems was reported to be useful.

B) Query expansion in PR modules

Many works investigated the enrichment of the query itself for the improvement of the
performance of the PR module. This is usually done via QE by adding additional related
terms to the original terms of the question.

In the IR field, many QE techniques have been investigated by researchers. The basic ones
focus on fixing spelling errors by searching for the corrected form of the words (Jodo Pinto
2008). Other QE techniques rely on morphological relations and reformulate the user query
by adding the different variations that are generated from keywords stems (Larkey et al.,
2008). Although these QE techniques obtain higher recall (Monz 2003; Bilotti et al., 2004), it
is difficult to assert that they improve the precision. This is why researchers have investigated
other QE research directions especially the use of semantic relations. Generally, a semantic
QE technique is performed by considering the synonyms of the query keywords. A thesaurus
can be used as a base for such a process (Nanba 2007). However, the use of a thesaurus,
which is generally built based on statistical techniques, presents many disadvantages. Indeed,
building a thesaurus is time consuming since a great amount of data has to be processed.
Moreover, the precision of thesaurus based QE in terms of semantic distance has to be proved.

In the QA field, QE has been widely used and tested as a promising technique for the
enhancement of PR modules. Different research directions have been followed with respect to
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the use or not of stemming. Bilotti (2004), quantitatively compared two different approaches
to handling term variation: applying a stemming algorithm at indexing time, and performing
morphological query expansion at retrieval time. The results of the conducted experiments
show that morphological expansion yields higher recall. In early works on QE for QA
(Grefenstette 1992; Grefenstette 1994), it is mentioned that gain in terms of performance is
more important when applying stemming and a second loop of expansions of words rather
than restricting QE on the nearest neighbours of a term.

Another research direction is using statistical methods for QE. Local Context Analysis (LCA)
was one of these methods whose idea is incorporating additional contextual terms for
enhancing passage retrieval., Term co-occurrence statistics helps in defining these added
terms. In this direction, Sun et al. (2006) presented an interesting work where two new QE
methods have been proposed: (i) dependency relation-based term expansion (DRQET) which
was used in a density-based passage retrieval system (Croft and Harper 1979; Cui et al., 2004),
and (ii) dependency relation-based path expansion (DRQER) which is integrated in a relation
based passage retrieval.

Both DRQET and DRQER techniques relies on a Web corpus (built from a set of extracted
snippets) as a training resource to score relations between terms. Thereafter, the table of
scores is used to weight expanded terms by DRQET and expanded paths by DRQER. The
conducted experiments considered factoid questions from the TREC-12 QA task. They
showed that in terms of MRR scores, the first method (i.e., DRQET) combined with density-
based score outperforms the LCA by 9.81%, while the second method (i.e. DRQER) obtained
17.49% improvement over a corresponding relation-based passage retrieval system without
query expansion.

Moldovan et al. (2003) proved that keyword expansions based on lexico-semantic alternations
from WordNet (Fellbaum, 1998) increments the scores by 15% when they are used in the PR
component of the QA system. Pasca and Harabagiu (2001) conducted experiments on a set of
TREC-8 and TREC-9 questions with lexical and semantic QE. These experiments show that
the precision score is higher (73.7%) when combining lexical and semantic alternations
(against 67.6% if only lexical alternations are applied and 55.3% if any alternations are
considered). On the other hand, it also was reported that QE-based on WordNet synsets and
gloss (Yang and Chua 2003) brings more noise than information to the query and that using
EuroWordNet synonyms as related terms in the query degrades results (Voorhees 1993).

WordNet-like resources were not the only resources used in QE, we can also cite ConceptNet
which is developed by MIT Media Laboratory (Liu and Singh 2004). Comparison between
the WordNet and ConceptNet tested on TREC-6, TREC-7 and TREC-8 datasets shows that
the WordNet enhances the precision while the ConceptNet improves the recall (Hsu et al.,
2006). The use of WordNet or ConceptNet in QE presents some drawbacks:
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e The coverage of WordNet or ConceptNet regarding the processed language is
not always sufficient to guarantee the application of QE on question terms;

e WordNet or ConceptNet are linguistic resources developed by lexicographers.
This means that the relatedness between words in these resources is what we
should have in theory. However, in real-world text, these words could be used
differently with respect to these two resources (Peetz and Lopatka 2008).

Recently there has been an increasing interest in using online resources such as Wikipedia in
the generation of related terms within a QE process. In (Peetz and Lopatka 2008), Wikipedia
disambiguation pages was used in a promising QE process. Experiments in that work show
that this resource presents a more user-friendly distribution of terminology and topics than
Wordnet.

A QE process based on WordNet can enrich the user question with a high number of related
terms. This can result in two drawbacks: challenging the PR module with many sets of
passages retrieved for the queries generated from QE and bringing some noise to the AEV
module since this module works on top of what the PR module retruns. In order to overcome
this problem, QE is applied on just important terms of the question. In the Raposa system
(Sarmento, 2008), factoid questions in Portuguese are answered thanks to three types of
queries: keyword, pseudo-stemming and verb expansion queries. Verbs are usually chosen as
head of questions.

In both IR and QA fields, there has been a particular interest in expanding the query/question
on the basis of user feed-back. This family of QE techniques is called Iterative Query
Reformulation (IQR). It consists in modifying the query by adding, replacing or removing
terms using previous user experience. For instance, a QA system may integrate an IQR
module which allows users to inform the relevance of retrieved passages for their questions.
Rocchio’s algorithm (Rocchio, 1971) is a standard algorithm for relevance feedback. This
algorithm uses a Vector Space Model. In the literature, Liebeskind et al. (2013) cite Iterative
Query Expansion (IQE) because it consists in only adding terms to improve the query starting
from the relevance of the previous ones.

This section focused on the Query Expansion task that has widely been used in PR module.
Hence, we showed the different approaches applied to queries in IR and to questions in QA.
Statistical-based and resource-based QE approaches remain the most commonly adopted
within the community of IR and QA. Usefulness of lexical resources such as WordNet and
Wikipedia was reported in many experiments.

C) Syntactic and semantic matching in PR modules

The interest of researchers in more advanced PR modules has increased with the need of
processing new types of questions such as those asking for the reason of a fact. We have
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previously seen that classical PR modules focus on comparing the question and passages
relying on the number and density of occurence of original question keywords in the targeted
documents/passages. Besides these classical PR approach, the QA field has known new trends
especially with the introduction of syntactic tree matching (Cui et al., 2005) as well as semantic
processing and reasoning.

The idea behind syntactical processing in PR is that the answer is more likely surrounded by
the same tree or subtree representing the user question (Wu et al., 2005). Note that syntactic
information can be extracted from tagging and parsing tools (Manning and Schutze 1999).
The former help in labeling each word in a sentence with the appropriate PoS such as “verb”,
“noun” and “adjective”. The latters provide deeper syntactic analysis of the sentence by
representing the relationships between sentence constituents through a syntactic tree. This tree
is of great interest since it also helps in recognizing phrases (noun phrases, verb phrases,
prepositional phrases, etc.) and hence in identifiying blocks of words that need to be
considered as a whole, and not just as a bag of words. In (Li and Croft 2001), it is shown
through experiments on the TREC-9 track questions that a combination of syntactic
information with heuristics for ranking potential passages can perform about 10% better than
the ranking based on heuristics.

Syntactic matching was mentioned as a solution for many challenges in QA such as
paraphrasing. Let us recall that this concerns the fact that many passages may contain answers
to the processed question but cannot be well-ranked by the PR module due to their
formulation is different from the original question. For example, when a user asks for “Who
scored for Manchester United in the 1999 champions league final?”, a classical approach
would highlight passages such as “Ole Gunnar Solkskaer and Teddy Sherringham scored for
Manchester Untied in the Champions League Final of 1999 against Bayern Munich” but not
“One of the two goals of Manchester Untied in the Champions League Final of 1999 has been
scored by Ole Gunnar Solkskaer”. This issue has been widely discussed in the QA community
(Moll& and Van Zaanen 2005; James et al., 2003; France et al., 2003).

Syntactic parsing has also been used as an intermediate step towards semantic processing in
QA. The two PR modules of the AQUA (Vargas-Vera and Motta 2004) and the QUANDA
systems (Breck 1999) make use of knowledge representation on the basis of syntactic parsing
as an intermediate step. The work of Salloum (2009) is an example of these PR modules that
represent text (in the question and the passages as well) through a formalism such as
conceptual graphs™ (Sowa 1984) and then compare the two representations (i.e., the

18 Conceptual Graphs (CGs) are a kind of semantic networks introduced by John Sowa in 1984 on the basis of
Peirce’s existential graphs. Each CG contains Concepts which can be related by conceptual relations. A
Conceptual Graph is a directed graph of nodes that correspond to concepts, connected by labeled and oriented
arcs that represent conceptual relations. Conceptual nodes represent entities, attributes or events. They are
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representation of the question and the one of the passage) in order to rank the candidate
passages. Hensman and Dunnion (2005) proposed an approach for the use of CGs in an
automatic representation of text based on syntactic parsing, WordNet and VerbNet (Kipper-
Schuler 2006). The general idea of these works can be summarized in three steps: (i) syntactic
parsing of the given text (question or passage); (ii) generating the CG on the basis of VerbNet
frames and semantic roles; and (iii) performing operations and similarity scores between the
CG of the question and the CG of the candidate passage.

In order to apply this technique for a given language, there are many requirements that have to
be guaranteed:

e Syntactic tools for the considered language;

e Ontologies containing the concepts that will occur in the built conceptual graphs.
Thus, these ontologies have to cover a high number of concepts that can occur in
questions and passages. Generally, since these resources are budget and time
consuming, researchers prefer to focus on a specific domain such as biology. In this
direction, Graesser et al. (1991) used a conceptual graph representation for QA
systems for stories;

o Artificial Intelligence plateform for CG operations and semantic reasoning;

The comparison between the CG of the question (CG-Q) and the CG of a given passage (CG-
P) was made through similarity scores. For calculating the semantic score Montes-y-Gomez

(2001) proposed the following formula:
SemanticScore (P) = Y (weight (c;j)*B(Ci,n(Cji)))/ ¥ (weight (Cj)

c_e€C
i

Where C is the collection of the concepts of the passage P, weight(ci) is a weight assigned to
the word related to the concept ci of the graph CG-P and B(ci,n(ci)) is the distance between Ci
and its projection in the generalization graph between CG-Q and CG-P, it is defined as
follows:

p(ci,n(c;)) = 1 [if type(c;)<type(n(ci))l
B(ci,n(ci)) = 1-min(s(type(c;), type(u(c;))),5)/5
[if type(ci) 2 type(n(ci))]

Where 5 (type (ci), type(m(c;i))) IS the number of nodes between type(c;) and
type ((c;)) inthe ontology.

denoted with square brackets. Relational nodes determine the type of the relation between two conceptual nodes
(Sowa, 1984).
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Stephane (2003) adopted similar formula with different weights for PoS (1 for verbs, 0.8 for
nouns and 0.16 for adjectives and adverbs).

As a conclusion to this part, the approaches based on syntactic and semantic matching in PR
have gained interest due to their ability to support advanced QA systems. For some
complicated types of questions (such as why and how questions), classical methods are
reported to be unsuitable.

The main sub tasks of PR presented in this section, namely passage ranking, QE and
syntactic/semantic matching try to bring solutions to the various challenges faced in this
module. According to the existing works, statistical approaches to passage ranking is limited
in terms of usefulness when processing complex questions. Considering shallow semantic
features through QE or syntactic and semantic matching can be helpful to process such
complex questions.

2.4.2.3 AEV Module

Answer extraction is also important in a QA system. Actually, even when a PR module
reaches a high level of accuracy, the provided candidate passages cannot be useful for the end
user until the answer extraction and validation module exploits them efficiently. Many works
with various levels of processing and different approaches concerned this module. As we have
seen in the previous section, layers such as syntax are of great interest for PR. Syntactic
structure matching has also been applied to answer extraction (Shen and Klakow, 2006).

The QA system described in (Shen et al., 2006) integrates an AEV module which extracts
exact answers from the processed candidate passages. Two main strategies are used in this
module: (i) surface text pattern matching and (ii) correlation of dependency relation path. In
order to implement these two strategies, authors considered different tools such as LingPipe ™
for named entity recognition, Abney's chunker (Abney 1989) for NP chunking and MINIPAR
(Lin 1994) for dependency parsing.

In CLEF 2006, answer validation exercise which is added in the third QA module (i.e.,
Answer Extraction) has been considered as a pilot task. The reason for adding this step is due
to the problem of error propagation in the traditional QA pipeline. No matter in 2005 more
than 80% of the questions were answered by at least one participant, the upper bound of
accuracy in systems performance was 60%. The basic idea is that once a pair [answer +
passage] is returned by a QA system, an hypothesis is built by turning the pair [question +
answer] into the affirmative form. If the related text (a passage or a document) semantically
entails this hypothesis, then the answer is expected to be correct (Rodrigo et al., 2010).

19 http://www.alias-i.com/lingpipe/
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This section presented some of the AEV research works. It figured out the trend of using NER
and dependency parsing for this QA module. Also, it highlighted the objective of the
validation stage once a list of candidate answers is extracted.

The study of the approaches used in existing works related to QA modules allowed
understanding some challenges faced during the different parts of a QA pipeline. This study
also shows that for building an Arabic QA system that has the ability to process simple and
complex questions, we are requested to move towards more advanced techniques based not
only on statistical or surface processing but also on syntactic and semantic features.

2.5 Chapter summary

In this chapter, we have seen that QA systems analyze a question expressed in natural
language, retrieve passages from a collection of documents (for instance the Web), rank these
passages according to their relevance to the expected answer and extract/validate this answer
for the end user. These systems gained researchers’ attention for their ability to save time and
effort for the user when long lists of Web snippets and document passages are provided by the
classical SEs and IR systems.

Generally, a QA system is built following a three-module architecture: the QAC module, the
PR module and the AVE module. These systems are evaluated by means of IR measures such
as recall and precision as well as QA-specific measures such as accuracy, MRR and C@1.

Even though this architecture and evaluation process are language-independent, the core
components of an Arabic QA module have to be developed to tackle some challenges that are
specific to this language. These challenges (e.g. high ambiguity level, complex morphology
and syntax, lacks for resources and tools) have been presented in this chapter with examples
from the QA perspective.

The particularities of the Arabic language such as its complex morphology and syntax, as well
as the high ambiguity of unvoweled text, explain the delay registered in the efforts and results
of Arabic QA research. Indeed, we observed that:

e The early works on Arabic QA do not report results of complete experiments
nor do they use standard measures such as accuracy and MRR commonly used
for other languages in evaluation campaigns. This can also be due to the fact
that Arabic was not considered in the existing campaigns (Arabic was
introduced only in TREC 2002, CLEF 2012 and CLEF 2013). Recently, the
standard metrics of QA evaluation are considered in the case of Arabic works
but still only handle small sized test collections;
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e The scope of these Arabic QA systems is restricted in terms of collection type
(structured texts, children book, etc.), question type (factoid questions in most
cases, definition questions in others), QA module (especially Passage
Retrieval), etc.;

e The reported works do not integrate deeper QA approaches in order to
understand the meaning of the question and compare this meaning with the
knowledge existing in the targeted collections;

e Open-domain Arabic QA, especially systems querying the Web as a targeted
collection, is scarcely cited as future work, though it is an important line of
research in QA considering the substantial amount of information on the Web
and Social Media.

In this chapter, we reviewed the most prominent systems for other languages with the aim to
define the new lines of research to explore in Arabic QA research. In this review we first
described system-oriented works and results from some evaluation campaigns, namely CLEF
and TREC, and moved to a more detailed review of component-oriented attempts.

This review has lead us to the conclusion that the QA field has witnessed a notable evolution
in the last decade due to two main reasons:

e Organization of yearly QA campaigns (TREC, CLEF, etc.) that made
available new evaluation metrics and resources such as test collections,
baselines, surveys, etc. As a result, a typical architecture for QA systems
took shape and conclusions about the use of certain approaches were drawn
in particular for statistical ones,

e Development of mature resources and tools for the basic layers of NLP
(morphological analyzers, syntactical parsers, etc.) as well as for other
tasks such as NER and QE (for instance NE gazetteers, Ontologies,
WordNets and VerbNets). Building a QA system depends on the
availability of such resources and tools.

The insights of the evaluation campaigns show that researchers in this field followed one of
(or a combination of) two main kinds of approaches: (i) deep level approaches that are
language-dependent and (ii) surface level approaches that can be applied for different
languages. Table 3 makes a comparison of these approaches in terms of complexity,
performance, etc.
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Table 3. Differences between deep and surface approaches

Surface approaches Deep approaches
Use language-independent tools Require language dependent resources and tools
Quick implementation Implementation is more complex
Limited performance Higher performance if the required resources and

tools are available
There are reported open-domain works Most works are domain-specific

Useful mainly for factoid questions Suitable for different question types

According to the high requirements of deep approaches in terms of language-dependent
resources and tools, they are not used in simple QA systems especially in the case of factoid
questions. These types of questions are usually formulated using the same structure and
keywords that can be found in the document collections. The system based on the surface
approach makes a better matching between the question and passages by comparing their
surface elements (i.e., keywords and structure). For other types of questions, the reported
works adopt deep approaches that also help in reaching high performance when the quality of
linguistic resources and tools is guaranteed. Otherwise, some restrictions have to be applied
for instance to limit the considered domain and hence to prepare adequate requirements in
terms of resources and tools.

In terms of performance, QA systems for languages such as English and Spanish have
matured, especially when processing factoid questions. Even though there are many reported
experiments on different types of QA systems, it is difficult to show what contributes to the
performance of a system and what does not, due to the complexity and number of components
of such systems.

Finally, the development of Arabic QA systems is highly concerned by: (i) the availability of
resources as well as tools related to other tasks such as QE, NER, syntactic parsing, etc., and
(ii) the feasibility of exploiting some techniques reported as effective for other languages.
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Chapter 3

The three-levels approach for Arabic QA

3.1 Introduction

3.1.1 Problem and objectives

As summarized in Chapter 2, the state-of-the-art shows that Arabic QA research is limited to a
basic processing of questions. Experiments were focused on surface-based approaches that did
not integrate semantic understanding. Building an Arabic QA system with the ability of
answering and processing different types of questions and document collections is still
unachieved. This requires new approaches, leveraging existing NLP tools and resources and
developing new needed ones.

Between 2001 and 2010, efforts in the field of Arabic NLP have resulted in the development of
more available resources and tools, especially for handling basic tasks such as POS-tagging,
morphological analysis, phrase chunking, syntactic parsing, etc. The availability of these
materials is, at the time being of this research, an opportunity for the development of more
advanced Arabic QA systems.

On the other hand, we have seen in the previous chapter that the same decade has witnessed the
emergence of QA devoted to other languages. Consequently, different approaches were proposed
and tested in the framework of evaluation campaigns. From these approaches, the simplest are
surface-based using IR or SE applications as a starting point and then extracting text similar to
the question in terms of keywords and/or structure. Beyond this simple approach, the evaluation
campaigns, held regularly, show a trend towards the introduction of new approaches based on
semantic comparison rather than surface comparison.

The need for these new approaches is mainly motivated by the objective to answer new types of
questions beyond the factoid questions and to overcome the challenges of extracting answers
from challenging Arabic texts (such as the content available on the Web). Reaching this objective
would increase the popularity of QA systems among users more interested in the Web and Social
Media’s content.
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Henceforth, we will present our approach towards building an efficient Arabic QA system with
the ability to deal with the specific challenges related to: (i) the processing of the Arabic
language, (ii) the difficulty of extracting answers from large document collections such as the
Web, (iii) the users’ expectations to automatically answer different types of questions and (iv) the
significant evaluation of the system.

3.1.2 Methodology

From the study of the advances of the QA field, we have learned the importance of passage
retrieval in the pipeline of a QA system. Once enhanced, this module would provide passages
with a high quality regarding the user question. These passages can then be exploited in the next
module for answer extraction and validation.

The methodology of our research is experiment-oriented and thus composed of the following
main steps:

e Step 1: designing a three-level approach to support keyword-based, structure-based and
semantic-based processing of Arabic questions by means of integrating exiting resources
and tools developed for Arabic NLP;

e Step 2: evaluating the keyword-based and structure-based levels of this approach on well-
known test collections. The objective of this step is observing the performance obtained
for each question type, especially factoid questions that can effectively be processed at
keyword and structure levels;

e Step 3: experimenting the impact of resource enrichment on Arabic QA with respect to
the previously evaluated levels;

e Step 4: evaluating the effectiveness of semantic-based level especially with the aim to
process more complex questions, beyond the factoid questions, such as definition and
why-questions.

In the next two sections, we present details about Step 1 and Step 2. Chapter 4 will describe the
work conducted in Step 3, while Chapter 5 is devoted to Step 4.

3.2 Three-level approach for Arabic PR
3.2.1 Background

Almost all existing Arabic QA systems and attempts are surface-based approaches. That is, the
retrieval and ranking of candidate passages rely on their surface similarity with the given
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question. Thus, keywords of the question are searched within these passages. Generally, a
passage containing the highest number of keywords is considered to be relevant.

More refined versions of this approach are based not only on the existence of question keywords
in passages but also on their density. Indeed, this is especially useful when the target is the Web
as a document collection. Snippets returned by SEs are usually small in size (two to three lines)
and most likely do not contain all question keywords (even if the document corresponding to this
snippet contains all question keywords). Such approaches allow the improvement of the ranking
based on the existence of a maximum number of keywords together in the passage. This was
reported to be useful for Arabic PR (Benajiba et al., 2007a).

By definition, in factoid questions the expected answer is a Named Entity (name of place, person,
etc.). Usually, such answer appears in the passage together with the question keywords. In this
case, surface approaches are effective. However, for other types of questions or even for long and
complex factoid questions, such approaches fail.

A deeper approach based on semantic matching was reported as being effective to improve the
precision especially for those types of questions where surface approaches fail (Peng et al., 2005).
Therefore, we propose a three-level approach combining both families of approaches with the
aim to leverage the advantages of each of them.

3.2.2 Approach at a glance

The three-level approach proposed for Arabic PR is composed of three levels to achieve two
main objectives as illustrated in Figure 8.

——
Resources
AWN, AVN

Objective 1 Kevword-based level RRE T { Query Expansion ]
Passage Recall Improvement

;
1

Structure-hased level .. .

Objective 2 S~ \[ Distance Density

Passage Ranking Imrovement N-gram Model

Semantic matching level <

Figure 8. Tasks and levels of the proposed approach
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The first objective is concerned with the improvement of the passage recall. The main aim is
retrieving a high number of passages containing question keywords and their related terms and,
therefore, increasing the ability of the system to retrieve relevant documents. This is made
through the “Keyword-based level”. In this level, the question keywords are extended to their
semantically related terms through the Arabic WordNet resource. Indeed, since there are many
ways to formulate a question in natural language, a QE process can be used in order to overcome
the situations where the PR process eliminates relevant passages containing other forms of the
question keywords or words related to them. For instance, if the question contains the keyword
@k (Tryg : a way) the query used by the PR process can be expanded to include its other
morphological forms like sk (Trg : broken plural of Tryq) or <,k (TrgAt : plural of Tryq). A
more advanced QE process relies also on semantic relations. For example, we can include
keywords like s« (mmr : path) or Jww (MSAr : trajectory) since they are similar in meaning with
respect to the original keyword.

As mentioned in Chapter 2, some QE techniques using light-stemming can improve recall, while
others improve precision. Generally, QE increases the recall at the expense of precision. Thus,
the second objective of our approach is improving passage ranking after the improvement of
passage recall through QE.

The second objective is related to two levels: (i) The Structure-based level that reduces the
possible noise generated by the extraction of a large number of passages in Step 1. It is based on
the Distance Density N-gram model; and (ii) The Semantic matching level which increases
precision through a deeper matching approach. In this level, the semantic representation of the
question and passages to be ranked allows to measure their semantic similarity.

Towards reaching both objectives, each level makes use of existing Arabic NLP resources and
tools. The key resource used in our approach is AWN that is exploited in the keyword and
semantic-based levels. Consequently, we are also interested, in Chapter 4, not only in evaluating
its coverage and usability but also in enriching its content according to the possible shortcomings
registered in the experiments.

The following sub sections provide details about the keyword-based and structure-based level
that represent the surface side of our approach, while Chapter 5 is devoted to the deeper
semantic-based level.

3.2.3 Passage recall improvement

The keyword-based level starts from questions keywords and try to search for their semantically
related terms in addition to their morphological variations. The QE process uses relations
between words existing in the AWN lexical resource (Elkateb et al., 2006).
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3.2.3.1 Keyword-based level

To understand why these relations are exploited and why they help in a QE process, let us, first,
introduce the AWN lexical resource. A WordNet (WN) is a lexical database of a given language
that focuses on common-class words: nouns, verbs, adjectives, adverbs and adverbials (the latter
being mostly nouns, adjectives and participles used in an adverbial role, e.g. ‘willingly’).
Independently of the concerned language, WNs allow the user to explore the relationship of
words to each other. They are also useful in a number of language processing tasks requiring the
understanding of the meaning of language. Such tasks include information retrieval (Rila et al.,
1998), word sense disambiguation (Navigli 2009), automatic text classification (Elberrichi 2008),
automatic text summarization (Dang and Luo 2008), question answering (Clark et al., 2008) and
machine translation (Anwarus Salam et al., 2009), among others.

In terms of WN structure, words are grouped into synsets. The members (i.e., words) of a synset
are synonyms and can be used in a sentence without changing its meaning. Generally, they
express a concept which is distinct from all the other WN concepts.

Synsets are interlinked by means of conceptual-semantic and lexical relations such as hyponymy,
meronymy and antonymy (Table 4 lists examples of these relations). The first WordNet was built
for the English language (named Princeton WordNet)®.

Regarding the Arabic language, the AWN was released in 2007 (Black et al., 2006; Elkateb et al.,
2006; Rodriguez et al., 2008) and followed the development process of English WordNet and
Euro WordNet? (Vossen 1998). It utilized the Suggested Upper Merged Ontology (SUMO)? as
an Interlingua to link AWN to previously developed WNs.

Table 4. Examples of AWN semantic relations

Relation Synset #1 Synset #2 Relation meaning
Hyponymy (verb to restrain) &< (verb to prevent) & o ciin is kind of to g:é\j:nty@s
(apartment, flat) 4% (building) e\ sy o jadil
Meronymy apartment, flat is part of building
A o ia e | (A o Mia Gl ¢ 2
Antonymy (goodness) A « (badness) ¢ s« B 2 6 sl

badness opposite of goodness

In each relation, we have two members: Synset #1 and Synset #2. For instance, the synset “z<”
(to restrain) plays the role of hyponym of synset “&s” (to prevent) in the first relation type. Table

! http://wordnet.princeton.edu/
2 http://www.illc.uva.nl/EuroWordNet/

% http://www.ontologyportal.org/
ol



4 also shows the meaning of the relation between the two synsets in each case (column 4, the
underlined italic expression represents the meaning of each relation).

Our QE approach is based on AWN due to the following advantages it offers:
e The AWN lexical database is a free resource for MSA;
e Itis based on a nearly standard design (i.e., Princeton WordNet);

e AWN has a structure that is similar to WordNets existing for approximately 40
languages.* Therefore, cross-language processes could be considered later as an
enhancement of the present work;

e It is also connected to SUMO ontology. Let us recall briefly that SUMO is an upper
level ontology which provides definitions for general-purpose terms and acts as a
foundation for more specific domain ontologies. It contains about 2000 concepts.

AWN offers the possibility to export its content and structure onto many formats so that
researchers can use it in their context. Figure 9 illustrates the structure of AWN database and its
mapping onto the English WN.

| Concept (SUMO)

val

+

Relation English Synsets <:::::::::::> AWN Synsets

(hyponymy,

synonymy, ..) / ‘ \ / \
| English Words | | Words |

AN

Forms (broken plurals,
roots, etc.)

Figure 9. The structure of the AWN lexical database

The AWN data are divided into four entities:

* Including English, Italian, Spanish, French, Basque, Bulgarian, Estonian, Hebrew, Icelandic, Latvian, Persian,
Romanian, Sanskrit, Tamil, Thai, Turkish, etc.
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Items which are conceptual entities, including synsets (a set of words with the same part
of speech that can be inter-changed in a certain context), ontology classes and instances.
Besides a unique identifier, an item has descriptive information such as a gloss. ltems
lexicalized in different languages are distinct;

Word entity is a word sense, where the citation form of the word is associated with an
item via its identifier;

A form is an additional form of a word. It is considered as a dictionary information (not
merely an inflectional variant). The forms of Arabic words that go in this entity are the
root and/or the broken plural form, where applicable;

A link relates two items, and has a type such as "equivalence," "subsuming," etc. Links
connect sense items to other sense items, e.g. a PWN synset to an AWN synset, a synset
to a SUMO concept, etc. Note that the “@”, “+” and “=" symbols in the figure above
refer to the INSTANCE_OF, MORE_GENERAL and EQUIVALENT mapping types
respectively.

The QE process uses, in addition to the morphological QE, four semantic relations connecting
AWN synsets: synonymy, hyponymy, hypernymy and AWN synset-SUMO concept mapping.
Each question keyword is substituted by its semantically related terms extracted from the AWN.
Figure 10 is an illustration of the QE process.

A given question is composed of stopwords and keywords. Our process only concerns keywords
and is performed, for each of them, as follows:

Derivational forms of W; using “AL KHALIL” system®. This system analyzes words and
provides their root. The root is searched within the AWN lexical database to get the forms
sharing the same root. Here, potentially a lot of irrelevant forms could be generated. This
problem will be reduced by the structure-based level described later in this chapter.

If the given keyword is matched with at least one corresponding synset in AWN, then the
QE process is performed over the corresponding synsets in a recursive way in order to
extract:

0 Terms that share the same AWN synsets (Synonyms (S));

o Terms that share the AWN synset (Synset Shyer) that is more general than S
(Hypernym (S));

> http://sourceforge.net/projects/alkhalil/

53



o Terms that share the AWN synset (Synset Shyyo) that is more specific than S
(Hyponym(S));
o Terms related to AWN synsets (Synsets Ssumo) provided by the SUMO concepts
appearing in the formal definition of the SUMO concept which is equivalent to each

S.
INPUT | {stopwords, keywords} | Search W; in AWN
Questlon . {5tp11 Stp21 ey Wla W21 ey Wi,----,Wk} .
A
[
i=i+l
No
Yes
{Synsets}
S, S, ... Sii
- __'_______'_'_______'_____'______.'_'_______'_'___'_______'_'_'_____'_'_'_: Query Expansion (S)
|
B el T e o TR >

l

{Terms} - Synonyms (S)

Hypernyms (S

"""""""""" Synset Shyper < St)g[):) _ )2/ I evf-:‘l g

_______________ Synset S Hyponyms (S)

I Y e Stop = 2 levels
---------------- Synsets Ssumo P SUMO (S)
OUTPUT

{Terms: tig, tios ..., tin}

Figure 10. Design of the AWN-based QE process
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The threshold of the recursive process is set to levels for the Hyponymy and Hypernymy
relations. Due to the quality of the AWN synonymy relation and the few SUMO-AWN mappings
relations, we did not set a threshold for these two relations.

At the end of this process, we have a list of terms that are semantically related to the question
keywords. The synonymy, hyponymy and hypernymy relations extract related terms from the
direct neighborhood of the keyword in AWN, while the SUMO relation explores other contexts
of the keyword in AWN.

The generated terms are used to form new queries by substituting a keyword in the question by
its related terms. Note that in the case of Named Entities keywords, we substitute the keyword
just by its synonyms. The hypernyms are just added before the keyword in the question. This is
due to the fact that a hypernym of a NE is usually its category (for instance person, country, etc.).

3.2.3.2 Example of passage recall improvement

To show the effectiveness of the described QE process, we provide an example starting from the
question: “f S sSuwl n il Lol Al walidl & W7 (i.e., What positions did Silvio Berlusconi
hold?). The proposed QE process is applied only on the question keywords excepting the
stopwords: W (mA : what), s (hw : he) and ¢! (Al*y : that).

For example, let us apply the QE process on the keyword “—=lidl” (AIMnASD : positions). This
keyword is the broken plural of the noun “—=il” (manoSib : position). In AWN there is a synset
“daday - caais” (manoSib : position — wZyfp : job) which contains the keyword “cuslid” among
the possible forms of the word “cs=is” (manoSib : position) which is a member to this synset.
Figure 11 illustrates the entry of this synset in the AWN lexical database. It shows the information
displayed in the AWN browser provided in the released version. In the right side of Figure 11, we
have the gloss of the selected item, i.e., the synset “4ab; - cuais”, Below this gloss, we have a
snapshot of the AWN hierarchy based on the hyponymy relation with a special focus on the
selected synset (the given synset is highlighted). The other side of the figure illustrates other kinds
of information about this synset, including the English counterpart of the AWN hierarchy, the

corresponding SUMO hierarchy, the synonyms of this synset, etc.

Our QE process exploits this information to generate new related terms. As we can see, one of
such a terms (which is not included in the original question keywords) is the synonym “wZyfp :
job”. By considering the AWN hierarchy, the considered entry has two direct supertypes: 4«
(mhnp : job) and kL (N$AT : activity). It has only one subtype “ i Swsaiz” (manoSib_sikortiyr
: secretaryship).

55



Arabic word senses

Gloss of selected item
Sl A Hoin Gy canalt B o 51 K K 0 53 canai
| veusie ¥ g
English Word Tree Ontology Word Tree | SIGMA Link
o @ oonugaton - 0 Quanly B
%phulqgraphv = o O ribute Arahic Word Tree | Synomyms | Aramorph Analysis
appointmert 0 Infemalitiinue Pr—
o eatr O Rttt At i@ 2
Sty 0 Souniétibue L . g
Qmew @ Trilue L \ L5 @ N
frage @ Posiinnaliinue 1 i f
© ermcgmert O TineZane &k el
5 prifession ¢ 0 Socialols w-®
sport ® Posiiion :
W aming O Homgivetrinuta Jm ®
g 0 56010l = “®
Massal. (_.‘;LAL]. !
ﬂl‘ S fpae® M

Figure 11. The neighborhood of the synset “4ids - caais” in the AWN hierarchy

Regarding the SUMO relation, the given synset corresponds to the concept “POSITION” (see the
highlighted concept in Figure 11). The definition of this concept in the SUMO ontology is as
follows:

“A formal position of responsibility within an &%0Organization.
Examples of Positions include president, laboratory director,
senior researcher, sales representative, etc.”

Given that the SUMO concepts are preceded by the symbols “&%” and “?”’, we can identify the
SUMO concept “ORGANIZATION” (written in bold) as being related to the “POSITION”
concept. By following the links set by Niles and Pease (2003) between SUMO concepts and
AWN synsets, the concept “ORGANIZATION” corresponds to the synset “4=43” (jamoEiy~ap :
association). In this stage, we exploit the information provided by AWN for this synset as we did
in the case of the starting synset “4ikas - caais”,

The neighborhood (supertypes and subtypes) of this new synset allows us to reach new terms
such as: “aakis” (munaZ~amap : organization), “iclea” (jamaAEap : community), “desSa”
(Hkwmp : government) and “.=bis s (niZaAm siyaAsiy : political system). The SUMO
concept “ORGANIZATION” is also linked to the synset “us50" (ra}iys : Chairman). Recursively,
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new terms could be reached in the neighborhood of this synset such as <ls (malik : king), w80
5050 (ra}iys AlwizaraA' : prime minister) and 433 o) (ra}iys Ald~awolap : head of nation).
Figure 12 illustrates the result of the recursive QE process that we perform starting from the
question keyword “—<ll”. Note that boxes with labels 1, 2, 3 and 4 refer respectively to the QE
by synonyms, definition, subtypes and supertypes. Note that the non expanded boxes refer to a
non existing AWN entry (synonym, definition, subtype or supertype).

Our QE process generates three groups of new terms:

e Terms reached by the hyponymy (subtypes) and hypernymy (supertypes) relations: “ai¢s”
(mhnp : profession), “(=3&" (tafaAwaDa : negotiation), “s33” (giyaAdap : command),
“Li” (DaboT : control), “4xia” (SanoEap : workmanship), “Ja=” (Eamal : work) and
“LLl” (n$AT : activity). These terms represent the direct neighborhood of the given

question keyword.

e Terms such as o) (ra}iys : president) and <= (jamoEiy~ap : association) that do not
exist in the direct neighborhood of the considered AWN synset but can be reached through
the definition of the SUMO concept equivalent to that synset.

e Terms not existing in the direct neighborhood of the considered AWN synset but can be
reached through the SUMO concept “IntentionalProcess” equivalent to the second
supertype of the given synset. The definition of this concept uses two other SUMO
concepts:  “CognitiveAgent” and “Process”. The former is equivalent to the synset
represented by the terms “4aii” ($axoSiy~ap : personality) and “<I” (aAt* : self). The
latter is equivalent to the synset symbolized by “c32” (Hadav : evant) and “¢ 585" (WuquwE

: occurring).
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Figure 12. The QE process applied on the keyword “manoSib” using AWN and SUMO relations
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Using the QE process based on AWN and SUMO relations for the question keyword
“walid”  we generate new semantically related terms such as “desSa” (Hkwmp
government) and 15350 (s (ra}iys AlwizaraA' : prime minister). Such terms, integrated in
the enriched queries, would help in retrieving answers like “ Uy ¢, i y” (the ltalian
prime minister), “aduay) 4a Sall (st 37 (the president of the Italian government) or « 3l gas
Sy oSe 7 (the president of the AS Milan club).

Obviously, the QE process can also generate terms such “&3s” that are irrelevant for the
question. This is due to the recursive aspect of the process which allows moving from the
neighborhood of the keyword synset in AWN to another synset. Thus, setting a threshold to
avoid such undesired terms is necessary. Therefore, by experiments this threshold is set by
considering only two levels of supertypes and subtypes. For the synonyms and terms
produced by the SUMO relation, we do not set any limit due to the importance of the former
relation and the low number of connections between AWN synsets and SUMO concepts in
the latter one.

As we have seen, improving passage recall is obtained through a recursive QE process based
on the synonymy, the hypernymy/hyponymy (stops at level 2) and the SUMO connections in
AWN. This process results in a high number of related terms that would enrich queries for a
better retrieval of relevant passages. The next section explains how the noise produced by
irrelevant QE terms is filtered by considering the structure-based level on top of the retrieved
passages, and at what extent relevant terms can improve the PR module.

3.2.4 Structure-based level and passage ranking improvement

In a PR module of a QA system, it is worth improving passage ranking after we obtained a
good passage recall. The performance of the answer extraction and validation module highly
depends on the relevance of the top ranked passage since, usually, only limited number of
passage are considered by the AEV module.

The keyword-based level (described in Section 3.2.3.2) allowed us to guarantee a list of
passages with a high recall performance. The ranking at this level is based on the occurrence
of question keywords and their related terms in the given passage. To improve passage
ranking in the next two levels, we follow two methods: (i) ranking passages according to the
Distance Density N-gram between keywords and related terms appearing in the same passage;
this is a structure-based comparison which is more effective in the case of factoid questions,
and (ii) ranking passages that have similarity in meaning with the processed question; this
similarity is computed on the basis of the comparison between the semantic representation of
the passages and the question. The latter method has the aim to improve ranking for more
complicated questions beyond the case of factoid questions. Also, one of the advantages of
the Distance Density N-gram model that can turn into a drawback in complicated questions is
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the fact that it assigns the same weight to passages that are reformulations of the question, i.e.,
those containing the maximum N-gram composed of question terms.

3.2.4.1 Distance Density N-gram Model ranking

We have seen in Chapter 2 that among many passage ranking algorithms, density-based ones
are effective, especially for factoid questions. Therefore, we integrate a density-based
algorithm in order to deal with factoid questions (Later in Chapter 5, we show how the third
level, i.e., the semantic-based level, deals with the other types of questions). This model finds
question structures in the passages and gives a higher similarity value to those passages that
contain more grouped structures. This similarity depends on the density of question terms in
the passage. It is calculated as the sum of all N-gram weights, multiplied by the distance
factor and divided by the sum of all term weights of the question.

We focus on the Distance Density N-gram Model (DDNM) implemented in the JIRS system
(described in Chapter 2 Section 2.3.3.2) due to its usefulness in the context of QA systems as
reported in many works (see Chapter 2). Also, there is an adaptation of the JIRS system made
by Benajiba et al. (2007a) in order to take into account the particularities of the Arabic
language such as:

ui 7

e Text normalization: it consists of bringing all variants of a character, especially

and “s” to a one “normalized” form;
e Stopwords: a list of stopwords that is built for the Arabic language;
e Diacritization: the meaning of a word can change if diacritics are removed or added:;
e Agglutinatitive words: a word can embed a full sentence.

To show how the similarity score is calculated with an example in Arabic, we take the
question “Saa ol 3 all jUas day a4l A J3E 8 0 (Who s the Killer in the novel Murder on
the Orient Express?) and the following passages retrieved using Google SE:

Table 5. Sample passages for the given question

1D Passage

pl Jsls Suxs dage cpwd  Guddl ylhd b LgSlasl ygas S oy S LSLel d/ay b
s b ST s 0 Adyre] Geruny @Il G0 ds sy plhidl dLSLs

p2 Gasl ey sonSdl aill e "oUedlS" 51 pwls el Jeadly gl ol eds Ol
o ooslegisl uxy L (1934) ew)/ Guddl ylhd b 4ay— 19 L. LeSurg S

p3 1943 ole oS Ul SUaoyn 30 dan de 1 OS5 sddl e/ Gudd/  ylhs

- SIo e ouedl s (I Sl ol gl Tl Jses Gaen Lo pAST, L
- oOLS lego JGLET) puedS aadaiw Y D] LSl ol ey Biaes Kooadl 1 o, b dago»

p4 Vel i)y lhd 8 355 dagueh tledlsie byade dad 3 S u‘w_?i LSLIl Sy s

DMurder on the... jugidl SOolodl @lixadl ao , opsedad! gopdlualdl Ixl oS of 1 ...

Jo tee asly Ose oon Ladod Oy SI) ,badadl 4o/ g 0l oda b oo 8 das o ,AST o asog
S, Ls S5 11 s e pexaedl U308 dasi> &bl gy JS aSls

p5 ol o ol pbes cdlgeb dulgy Gadws Law dageal pmads oLyl oo SweyS LSLET oo

olhs b dagur) s lpaad G0 byegho dady S moed! gudd)l lhaiy opdle Ledass .o
pod JGLidl ol Lagas 1eSyol , JLabY 1 326805 padsos IS5 I g - (g Gaall
(poss g ,003) dasuxd/ o3 +LSus(ID) ... , pad>i hLis
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As we can see, the right answer to the sample question which is “11 J&” or “11 & «\S s
4,2l exists in the passages ranked by the SE in the 4th and 5th position respectively. Now,
let us apply the first step of the structure-based level by assigning weights to each passage.

Considering passage 5 (p5) from the above list, the weight of this passage can be expressed
relying on the formula:

o log(rr,. )
1 + log(IN)

w, =1

Where:
- Wy isthe weight of the question term ty, this weight ranges from 0 to 1
- Ny is the number of passages containing the question term ty
- N is the number of passages considered by the system

The overall score of a passage is then calculated through the following formula:

S'CO] 18Passage - Z vl'?i
i

In our case, p5 contains all the terms of the question except “s»”. For example, the term
“4 5, appears in the five considered passages. Therefore, the weight of the term “a 5" is:

Wau,, =1 — log(5)/(1+log(5)) = 0.59

Similarly, we have calculated the weights of the terms in order to compare passage 2 (p2) and
passage 5 (p5). Table 6 lists the calculated weights. The weights assigned allow the
identification of relevant passages. In our example, passage 5 is assigned a weight of 4.18
versus 3.53 for passage 2, and this means that passage 5 is more relevant than passage 2. In a
similar way, we calculated the weights of the other three passages (see Table 7 and Figure
12).

As detailed in Table 7, the passages containing the right answer, i.e., p4 and p5 have been re-
ranked better when their weights have been taken into account (henceforth, we call this the
evident weight ranking).

Table 6. Term weights in passage 2 and passage 5

k P2 Nk N Wk
1 W 5 5 0.59
2 W 5 5 0.59
3 W 5 5 0.59
4 WL 5 5 0-59
5 W, 5 5 0-59
6 W 5 5 0.59
Wy, - 3.53
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k Ps Nk N Wi

1 W 4 5 0.65

2 W 5 5 0.59

3 W, 5 5 0.59

4 W o, 5 5 0.59

5 WL 5 5 0.59

6 W 5 5 0.59

7 W o 5 5 0.59

Wps - 4.18
Table 7. Passage weights for the given example
Passage SE Rank Weight Evident weight Rank Human Rank
P1 1 4.82 1 3
P2 2 3.53 5 5
P3 3 4.18 4 2
P4 4 4.82 2 1
P5 5 4.18 3 1
5 5 5
4
3 3
2 2 2

101 I 1 1

P1 P2 P3 P4 P5

'''''' SE Bk B Evident vetne i Biinan Fa

Figure 12. Passage ranking before and after weight assignment

Figure 12 shows that the rank of both passages gained two positions, moving from the 4™ and
5™ positions to the 2" and 3 positions respectively after assigning weights to terms.

The next step now is applying the DDNM in order to re-rank the passages according to this
distance and calculate the score of their similarity to the processed question. This score is
given by the formula:

1

(_'T:II?IG:I)

) 1
Sim(p,q) = — . Z h(_:c)d
Y w; veeP '

i=1

Where x is an N-gram of p formed by q (i.e., question) terms, Wi are the weights previously
defined, h(x) is the sum of weights of all question terms appearing in the N-gram X, and
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d(X, Xnmax) IS the expression of the distance between the N-gram x and the N-gram with the
maximum weight Xnax, the formula expressing this factor is:

d(z, Tmaee) = 1 + kin(l + D)

Where D is the number of terms (i.e., terms not appearing in the question) between the N-
gram X and the N-gram with the maximum weight Xpax. The factor k gives an importance
to the distance factor in the similarity score. We use the value k=0.1 since it was reported
that this is the best value according to conducted experiments (Gomez et al., 2007Db).

Table 7 shows the new ranking after calculating the similarity score for the five sample
passages.

Table 7. Similarity scores after applying the DDNM

x(1-grams) x(2-grams) x(3-grams) x(4-grams) x(5-grams) Sim(p,q)

Passage 1 0.55 1.02 0.00 2.35 0.00 0.81
Passage 2 1.00 0.00 0.00 0.00 2.94 0.82
Passage 3 1.41 0.89 1.77 0.00 0.00 0.84
Passage 4 1.99 0.00 0.00 2.35 0.00 0.90
Passage 5 0.97 0.00 0.00 0.00 2.94 0.81

For each passage, we can see the score showing its similarity with respect to the given
question. Also, details are provided about the sub scores of each N-gram in these passages.
For example, passage 4 has been assigned the highest similarity score (0.90) which was
originated from four 1-grams (i.e., &>, s, 4l5,l and JU) and one 4-gram (i.e., 8 2
&l 3,4, To show the gain in terms of passage ranking improvement, we have illustrated
the four ranking methods in Figure 13.

The ranking based on the DDNM performs better since it succeeded in bringing the most
relevant passage (from a human perspective) to the first position. Later, this will allow the
extraction of the right answer (i.e., 4t Ji& 11),

5 5 5 5
4 4 4
3 3 3 3
2 2 2 2

11 11 1

l IEE i

P1 P2 P3 P4 P5
. SE Rank MEvident weigh Rank 1 DO Rank B Hunan Renk

Figure 13. Passage ranking improvement with the DDNM
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Another point that deserves to be mentioned is ability of the DDNM ranking to automatically
recover the human ranking for passage 3. However, regarding passage 5, which is also one of
the most relevant from a human perspective, the improvement of its rank gained through the
evident weight rank (i.e., 3" position) has been lost after applying the DDNM-based ranking
(i.e., 4™ position). This may be due to the behavior of JIRS when processing long passages
such as passage 5.

3.2.4.2 Query Expansion injection in DDNM

The example described in Section 3.2.3.2 has shown the effectiveness of QE in improving the
passage recall while the second one has illustrated the gain in terms of passage ranking
enhancement. In the latter example, the DDNM has a nearly human ranking for the five
passages. However, there are still some drawbacks since there is a relevant passage which is
re-ranked wrongly.

The passage recall obtained using QE allowed the structure-based level to re-rank higher
number of passages containing not only original question keywords but also semantically
related terms. The idea now is considering these terms also in the passage ranking.
Henceforth, we calculate the similarity score on the basis of N-grams composed not only from
question terms but also from semantically related terms generated from QE.

The new measures are calculated with the following assumptions:

1. The weights of the terms coming from QE are reduced by multiplying the weight of
the corresponding term (i.e., original question term) by a factor set heuristically to
0.9 (on the basis of a 0.05 decrease according to the number of considered levels
in the hypernymy/hyponymy relation, considering the maximum levels is 20, in our
case we have a two-level decrease); so if x is an N-gram containing a question term
t, extended by QE by the term t;; then the weight of t17 (Wg1) in h(x) is
0.9*Wyq;

2. The distance d(X,Xmax)is calculated with the same formula, where D now is the
number of terms between X and Xmax ;

3. Two N-grams x and y are completely different if they have no term in common and
there is no term in X that is a semantic extension of another terminy.

The first assumption is motivated by the requirement of reducing the possible noise generated
by QE since irrelevant terms could also be brought to the considered queries. The second
assumption makes sense after the injection of QE terms in the DDNM model. In fact, we are
interested here to assign higher scores to passages containing a higher density of both
question keywords and QE terms. Finally, the third assumption is a consequence of the
second one.
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With these assumptions, we take the same example as in Section 3.2.4.1. We calculate the
new similarity scores after injecting one of the terms that are semantically related to the
question keyword “45,” (a novel). From a human perspective, “4<#" is one of these related
words. Table 8 lists the new similarity scores after considering the new term “4.8”,

Table 8. Similarity scores after QE injection in DDNM

xX(1-grams) x(2-grams) x(3-grams) x(4-grams) x(5-grams) Sim(p,q)

Passage 1 0.55 1.02 0.00 2.35 0.00 0.81
Passage 2 1.00 0.00 0.00 0.00 2.94 0.82
Passage 3 1.41 0.89 1.77 0.00 0.00 0.84
Passage 4 2.02 0.00 0.00 2.35 0.00 0.91
Passage 5 0.99 0.00 0.00 0.00 2.94 0.82

The unique observed changes regarding the similarity scores are marked in bold. The term
“4.28" (a story) exists in two passages: p4 and p5. Note that these two passages contain either
the term “4<8" or one of its forms, especially “u=<%" (stories) which is its broken plural
form. We consider all its forms since the QE would theoretically generate all these forms.
Considering this new term has lead to the following changes with respect to our previously
mentioned assumptions:

e In passage 4, the 1-gram “4l5 1" (the novel) is not considered since, according to
Assumption #3 there is another such 1-gram, i.e., “i8" (story); the distance
d(X,Xmax)is now reduced to (1+0.1*LN(3)) instead of (1+0.1*LN(24)) previously
registered with the original term “4.)s,” (Assumption #2 is applied here); this results in

a 0.91 similarity score (versus 0.90 without QE injection in DDNM);

e Similarly, in passage 5, the 1-gram “l==" (her stories) replaces the 1-gram “a;.”
(novel) bringing the similarity score based on DDNM up to 0.82 instead of 0.81.

These changes have positively influenced the passage ranking. Indeed, with the injection of
QE terms and according to the described assumptions, it was possible to maintain the
relevance of passage 4 and to deal with the drawback registered for passage 5 (relevant
according to human ranking) after applying the DDNM without QE injection. That is, the new
rank of passage 5 is more relevant that the baseline (i.e., the rank assigned by the SE).

Table 9. Passage ranking improvement with the QE injection in DDNM

Passage SE Rank Weight Evident weight Rank DDNM Rank DDNM+QE Human Rank

P1 1 4.82 1 5 5 3
P2 2 3.53 5 3 3 5
P3 3 4.18 4 2 2 2
P4 4 4.82 2 1 1 1
P5 5 4.18 3 4 3 1

Note that this performance was obtained when injecting the term “4x8 (story) that is
semantically related to the keyword “4J 5" (novel). Now let us see if the AWN-based QE is
able to provide such term. In the AWN database, the keyword “415,” (novel) corresponds to
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two synsets with the AWN IDs “riwaAyap nlAR” and “riwaAy~p _nlAR”. In terms of
synonyms we can generate new terms such as “ssas 2,8 (oral report) and .87 (report).
Regarding the hypernyms and hyponyms, we can get terms including “c Jae” (literary
work), “aus” (writing) or “a_” (drawing). Using the SUMO-related terms, we have again
the term “4US” (writing). Unfortunately, the AWN lexical database does not contain the term
“4a8” (story), and this is a real limitation to the use of this resource as a support of our multi-

levels approach.

Another example showing the effectiveness of the passage ranking using QE injection in
DDNM is the case of NEs. Generally, more importance is devoted to NEs in factoid
questions. Rather than replacing NEs with their related NEs, it is worth enriching the question
with its class (i.e., hypernym). For example, if the question was “ (i S Blal a5 5 8 JAE) 8 (e
Saapmdl 5Ldll el Aa 27 (Who is the killer in the story of Agatha Christie Murder on the
Orient Express?) then it makes sense to inject the hypernym of the NE keyword * siw S Glal”
(Agatha Christie) when applying the DDNM model. Therefore, the 3-gram * s S Glal 43807
(The author Agatha Christie) would be considered in passage 4, and in turn the similarity
score will be increased. Once again, the released version of AWN only contains just a few
number of NEs.

As previously mentioned, our research methodology is based on experiments conducted using
large collections of questions in order to evaluate performance as follows:

e Before and after applying the surface side of our approach, i.e., keyword-based and
structure-based levels;

e Before and after performing AWN enrichment (NEs, nouns, etc.) to show the impact
of its coverage in the improvement of our approach;

e Before and after applying the deeper side of our approach, i.e., the semantic-based
level.

The next section presents the obtained results regarding the first evaluation. The second and
third evaluations will be presented in Chapter 4 and Chapter 5 respectively.

3.2.5 Surface-side evaluation

The current section presents the experiments conducted to evaluate the effectiveness of the
surface-based levels (i.e., keyword-based and structure-based levels) of our Arabic PR
approach. The first sub section presents the tasks performed in the evaluation process and how
performance are measured. The second sub section describes the test-set of questions. The
third sub section provides the obtained results for each conducted experiment. The fourth sub
section discusses these results and highlights the significance of the conducted experiments.
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3.2.5.1 Evaluation process and measures

Since we are interested in the PR module, the evaluation process does not use a full Arabic
QA system. Rather, it integrates a pipeline of the three modules of a typical QA system (see
Chapter 2 Section 2.2.2) as illustrated in Figure 14.

Question Analysis Passage Retrieval Answer Extraction
and Classification and Validation

1:- ->i Stopword removal : 1:- ->i Keyword-based level i i
I TTTTT TS TS T e | TT T T T T ST T T s s | e e mmeC____
Ll Keworkedmtion | L_| meerriedlvigse | [ Pesesewlidaion |
Lol quiondiicaion 1 ol Smacemi
———————————————————— | L e e e e e
- Py

Figure 14. Modules of the QA process

The above figure illustrates the tasks performed in each module with respect to the general
architecture of a QA system as follows:

e Shallow question analysis and classification module: In this module, a question is
analyzed by: (i) removing stopwords using the list provided in JIRS after a slight
enrichment; (ii) extracting question keywords; (iii) classifying the question on the
basis of the test-set information.

e Passage Retrieval module that performs: (i) the keyword-based level providing a list
of semantically related terms and enriched queries using the AWN-based QE process
(see Section 3.2.3.2), (ii) the retrieval of passages from the Web by using the enriched
queries as inputs in the Yahoo! API;® (iii) the structure-based level based on the
indexation and searching processes of the JIRS system; and (iv) the ranking of
passages on the basis of the keyword-based and structure-based levels to obtain the
five most relevant passages with respect to the given question.

e Answer Extraction and Validation module: This module validates each of the five
passages from the list provided by the PR module. The validation is based on the right
answer related to the given question. A passage is marked as “valid” if it contains the
right answer.

In order to measure the performance of our approach, we did not adopt recall, precision and
F-measure since they are most suitable to unranked retrieval situations (see Chapter 2, Section
2.2.3.2). In this part, our main objective is evaluating the passage ranking improvement which

® http://www.yahoo.com
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we evaluate by adopting the other well-known measures introduced in Chapter 2 (see Section
3.2.3.2):

e The Accuracy registered for a question set S, calculated according to the formula:

ACC = i E Vk,1
Ns
k s
Where Ns is the number of questions of the question set S (two question sets are
considered, CLEF set and TREC set, their description is presented in the next section).

Vi, j is a value assigned by the AEV module to the passage j related to question gk
from the list of the five passages provided by the PR module. This value is equal to 1
if the answer to the question q is found in the passage having the rank j (j is between
1 and 5), and it is equal to 0 otherwise. In the accuracy measure, we are only interested
in the best-ranked passage (j=1).

e The Mean Reciprocal Rank registered for a question set S, its formula is:

5 p
MRR = Avgk « s(%zv“_' 5
j

j=1

Where K is the index of a question qx belonging to the set S (i.e., CLEF and TREC), j
is the rank of a passage. Unlike the accuracy, the MRR is interested in the first five
passages (j={1,2,3,4,5}).

e The number of Answered Questions, the number of questions in a set S (CLEF or
TREC) for which we find the answer in at least one of the passages ranked in the first
five positions. It is calculated according to the formula:

AQ = NLSZmax(Vk, )

kes

Where Kk is the index of a question gy belonging to the set S, N is the number of
question contained in the set S and Vi ; the value assigned to the five passages
returned in response to the question q.

3.2.5.2 Test-set questions

As we have seen in Chapter 2, the evaluation campaigns organized on QA provide material
such as collections of questions with their right answers as well as collections of documents
from which answers should be searched and extracted. Among this material, we have been
interested in those provided by the CLEF and the TREC tracks.
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In order to achieve the main objectives of this research regarding the investigation of our QA
system from the perspective of the different previously mentioned challenges (language, Web
collection, questions and evaluation), we consider questions available from different yearly
editions of CLEF (between 2003 and 2010) and TREC (between 1999 and 2008). These
editions provided questions and document collections that let the participating QA systems to
address the above challenges.

Using these two test data sets allows us to conduct experiments with the same distribution of
questions in terms of covered topics, question categories, nature of the expected answer, etc.
This helps to compare the performance obtained for Arabic QA with the baseline system
(Yahoo! API) and the surface-based levels of our approach.

The test data provided by the two competitions covers a considerable variety of languages
(English, French, Spanish, Italian, Dutch, etc.). Unfortunately, the Arabic language is not
among them. Therefore, there is a need of translating the questions and documents into
Arabic. In the context of the current work, we manually translated all the considered TREC
and CLEF questions available in English and French.

The number of translated questions’ is: 1500 for the TREC set and 764 for the CLEF set.
These questions are classified into different domains (sport, geography, politic, etc.) and
different types. The types are identified on the basis of the expected answer. The considered
types are:
e MEASURE: for instance “What distance does the Granada-Dakar rally cover?” *
8- a2 ) Lgadary ) Adlusd) 8 L7
e ABREVIATION: for instance “What is NASA?” “¢ Lul & L7
e COUNT: for example “How many people are killed by landmines every year?” “
¢ Zaca ;Y1 ALY el e Lisi o sl (all GalaiY) aae oS7
e PERSON: “What is the name of the Queen of the Netherlands?” * 1xil s aSke aul 58 Lo
¢
e OBJECT: “What is exhibited in the Vitra Design Museum?” * «asia & (ol
¢ araaill | 5187
e LOCATION: for instance “What is the capital of Chechnya?” “¢ gliwill deale o W”
e ORGANIZATION: “Which organization does Vanessa Redgrave support?” “ & L
¢ (g jay ) Ll Lae ) dadaial)”
e TIME: “When was the Universal Declaration of Human Rights approved?” * < Ja
¢ Dl 3 sial alladl Ole Y e ddaladl)”
e LIST: “Tell me names of robots.” “ <5y sbaud aci.”

” Available for download from the Web site of the Ibtikarat Team at:
http://sibawayh.emi.ac.ma/web/i/?q=projects or alternatively from the NLE Lab Web site at:
http://www.dsic.upv.es/grupos/nle/downloads.html
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e OTHER: “What is a risk factor for cardiovascular diseases? ” “ _hall Jalse aaf s L
¢ 4 el e N1y QI al 0y

Tables 10 and Table 11 show, for each set, the number of questions belonging to the different

question types.

Table 10. CLEF questions per types

Table 11. TREC questions per types

TYPE #Q Percent. TYPE #0Q Percent.
PERSON 183 24% LOCATION 307 20%
LOCATION 123 16% PERSON 258 17%
TIME 93 12% TIME 208 14%
COUNT 89 12% ABREVIATION 133 9%
ORGANIZATION 63 8% COUNT 106 7%
ABREVIATION 34 4% ORGANIZATION 57 4%
OBJECT 26 3% MEASURE 56 4%
LIST 22 3% OBJECT 29 2%
MEASURE 16 2% LIST 6 0.4%
OTHER 115 15% OTHER 340 22 .7%
TOTAL 764 100% TOTAL 1,500 100%

In both sets, questions mainly belong to factoid types (for which the expected answer is a
NE). Indeed, roughly 60% of the CLEF and 55% of the TREC questions ask about PERSON,
ORGANIZATION, TIME and LOCATION. The percentage of unclassified types (OTHER)
of questions is more important in TREC where it represents 23% versus 15% in the CLEF set.
Generally, these are the questions that have higher complexity to answer by QA systems.

Another feature that deserves to be mentioned is the number of words per question. This is
important as complexity of processing also depends on the question length (the longest ones
are often the more complicated to analyze at different levels including morphology level,
syntax, semantic, etc.). We illustrate in Figure 15 the distribution of questions according to
three length ranges: (i) questions containing more than 10 words; (ii) questions containing
between 5 and 9 words; and (iii) questions with less than 5 words.

ozt questions | 5,774 Short questions | 14,875
g 70,03% 67,804
Long muestionsl| 21,20% Lang-questionss| 17,33%
T T
CLEF TREC
@>=10 @ [5,9] ©O<5

Figure 15.
Distribution of
CLEF and TREC
questions
according to the
length feature
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Both sets of questions are quite similar in their length distribution. The percentage of long
questions is slightly higher in the CLEF set as 21.2% of its questions contain more than 10
words (versus 17.33% in TREC) and 70.03% are formed by 5 to 9 words (while 67.8% of
TREC belongs to this range). Note that the overall average of words in both sets is quite
similar (around 7.26 words per question). The difference in length would help us to re-
evaluate the behavior of JIRS when processing long Arabic questions and passages
(previously mentioned at the end of section 3.2.4.1).

In terms of content, 75% of the questions in the CLEF and TREC sets could be manually
classified under 6 different topics as illustrated in Figure 16.
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Figure 16. Distribution of CLEF and TREC questions according to the topic

We can see that “History” is among the most frequent topics in these questions with 559
questions (nearly 25% out of the 2,264 questions of the CLEF and TREC sets). This raises
another complexity level, since processing questions about “History” deals with the issue of
temporal information, especially in a dynamic collection of documents such as the Web.®

3.2.5.3 Results

A) Query Expansion

For the TREC questions, the QE has been performed for 858 questions (out of 1,500). This
means that AWN contains corresponding entries for 57.2% of the TREC questions. This
percentage is higher in the case of the CLEF questions reaching 80.10% (612 questions out of
764). The overall coverage of AWN with respect to the two question sets is 64.93%. Table 12

® In the CLEF and TREC 1999-2008 competitions, it was given static collections.
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and Table 13 show the AWN coverage for the two question sets with respect to the type of

QE.

TABLE 12 TABLE 13
AWN semantic relations coverage for the AWN semantic relations coverage for the
CLEF Questions TREC Questions
RELATION TYPE  #Q % RELATION TYPE #Q %
Synonyms 608 99.35 Synonyms 850 99.07
Supertypes 143 23.37 Supertypes 179 20.86
Subtypes 102 16.67 Subtypes 132 15.38
SUMO-Definitions 36 5.88 SUMO-Definitions 26 3.03

The coverage for the two question sets has the same trend in the four considered semantic
relations. Indeed, for 99.35% of the CLEF questions covered by AWN (versus 99.07% of the
TREC set) there is at least one keyword that can be expanded by its synonyms in the AWN.
That is, for almost all the questions, at least one query can be formed by replacing the
keyword in the question by one of its synonyms. However, the average of the generated
queries from the synonymy relation does not exceed 3.65 queries per question for the CLEF
set and 4.26 for the TREC set. The coverage of AWN in terms of hyponymy (subtypes) and
hypernymy (supertypes) relations is under 25% (the best percentage is registered for CLEF
questions by around 17% for subtypes and 23% for supertypes). For the SUMO-definition
relation, the coverage is very low and is close to 6% for the CLEF questions.

With respect to the considered question sets, the above statistics show that AWN is more
developed regarding the synonymy relation. However, the hierarchy of synsets in terms of
hyponymy/hypernymy relation needs more efforts. Also, the connection existing between
AWN synsets and the SUMO concepts did not allow for generating a higher number of terms
from this relation.

By considering only the subset of questions that can be expanded (65% of the CLEF and the
TREC questions), we can evaluate the impact of enriching queries by new generated terms in
the context of Arabic PR. Note that in this evaluation, we do not take into account yet the
passage ranking based on the question structure. Table 14 shows the results obtained in this
experiment.

Table 14
Keyword-based performance using QE for the CLEF and the TREC questions (Strict Validation)

CLEF TREC
MEASURES Without QE With QE Without QE With QE
Acc 5.07% 8.35% 3.38% 5.24%
MRR™ 1.66 3.12 1.21 2.04

AQ 12.09% 17.97% 7.58% 12.82%

* Note that the MRR has been multiplied by 100 in order to have a better readability.



We can see that with QE we obtain a better performance in terms of Accuracy, MRR and
number of Answered Questions. Indeed, by using the QE based on AWN we gain 3.28%, 1.46
and 5.88%, for the CLEF set and 1.86%, 0.83 and 5.24% for the TREC questions,
respectively.

In the case of the CLEF questions, the number of answered questions represents nearly 18%
of the 764 questions of this set. For the remaining 82%, there are two cases: (i) the answer is
not in the first five passages; or (ii) the answer appears in one of the five passage but it could
not be identified by our automatic Answer Validation process.

The latter case can occur due to different factors. Generally, this is due to the multi-word
answers, i.e., answers with more than one word. For instance, if the question is “ (slesi Ay e
¢ o” (When was Tomas Mann born?) and the answer is “1875 i 6” (6th June 1875), our
process fails to extract the answer in a passage containing just the month and the year or the
year only. Therefore, we investigate the introduction of relaxations for a lenient validation as
follows:

e For the date answers, if the process fails to extract them we try then to search only
the year;

e In the date answers, we search also with the Arabic corresponding months such as
“J 54" (September) ;

o If the process fails to identify the answer in a passage, we try identifying its stem
instead of the entire word.

In addition to those relaxations, we perform, for multi-word answers, a sub process which
allows identifying passages that contain at least one word of the answer. For instance, the
question “s <l ¢ i) LAl W (Who did invent the telephone?) has the answer “ alal e 2.l
Ju” (Alexander Graham Bell), so if the word “_~.<II” (Alexander) appears in a passage then it
is listed for a manual validation. Therefore, we obtain a list where each row contains the
question, its answer, and the passage containing parts of the answer (e.g., Alexander). This list
is then manually checked in order to confirm whether the concerned passages are relevant or
not. This manual validation is only done in the evaluation step and allows us to avoid any
impact on the results obtained due to the mentioned relaxations. After this lenient validation,
we obtained the results listed in Table 15.
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Table 15
Keyword-based performance using semantic QE for the CLEF
and the TREC questions (Lenient VValidation)

CLEF TREC
MEASURES Without QE With QE Without QE With QE
Acc 11.76% 14_40% 8.16% 12.35%
MRR 3.85 5.59 3.1 5.05
AQ 25.16% 29.74% 16.78% 23.43%

The results presented in Table 15 show that the performance in term of accuracy, MRR and
number of Answered Questions has been improved after the lenient validation. In the next
section, we conduct new experiments by injecting terms generated using QE (four terms per
question on average) in the Density Distance N-gram Model.

B) QE Injection in DDNM

As described in Section 3.2.5.2, the structure-based level considered in this evaluation is
based on the JIRS system that implements the DDNM. An amount of m passages (snippets) is
extracted from the Web using the queries enriched by the QE process (evaluated in the
previous section). The value of m is equal to 1,000 since previous experiments (Gomez et al.,
2007), with the same system, concluded that the optimal value of m is between 800 and 1000
for the Spanish CLEF document collection. The results of this experiment are shown in Table
16 by distinguishing performance according to the use of JIRS (i) without QE and (ii) with
QE.

Table 16
Structure-based performance using JIRS for the CLEF and the TREC questions
(Strict Validation)

CLEF TREC
MEASURES Without QE Using QE Without QE Using QE
Acc 8.77 % 11.60% 6.41% 8.51%
MRR 3.99 5.26 2.78 3.7
AQ 12.09 % 16.01% 6.99% 10.60%

Injecting QE terms in DDNM improves the performance in both sets of questions for the three
considered measures. Accuracy and MRR have been improved in CLEF (11.6% Accuracy,
5.26 MRR) and in TREC (8.51% Accuracy, 3.7 MRR) if compared to what we had obtained
with the keyword-based evaluation in the strict validation process (8.35% Accuracy, 3.12
MRR for CLEF and 5.24% Accuracy, 2.04 MRR for TREC). However, the number of
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answered questions has slightly decreased. Considering the lenient validation allows for
increasing the reached performance. Table 17 lists these performance.
Table 17

Structure-based performance using JIRS for the CLEF and the TREC questions
(Lenient Validation)

CLEF TREC
MEASURES Without QE Using QE Without QE Using QE
Acc 19.89 % 21.90 % 13.64% 18.99%
MRR 9.12 10.08 6.06 8.61
AQ 27.45 % 29.90% 15.50% 24._.48%

According to the above performance, the combination of QE and DDNM show the better
results for both sets of questions. The obtained Accuracy is 21.90% in CLEF (versus 14.40%
before applying the structure-based level) and 18.99% (versus 12.35%). Similarly, the MRR
is 10.08 and 8.61 respectively (versus 5.59 and 5.05 respectively with only the keyword-based
level). The number of answered CLEF questions moved from 29.74% before considering
DDNM to 29.74% (versus 23.43% to 24.48% for TREC).

3.2.5.4 Discussion

The conducted experiments confirm the potential effectiveness of the combination made by
introducing the terms generated in the keyword-based level into DDNM implemented in the
structure-based level.

The experiments showed that, regardless of the question set, the performance in terms of
accuracy, MRR, and number of Answered Questions improves when we include separately
our QE process based on AWN and then JIRS as a structure-based PR system.

The highest performance is obtained when we include JIRS together with QE. Indeed, for the
TREC questions the accuracy shows a significant increase from 8.16% to 18.99%, the MRR
from 3.1 to 8.61 and the percentage of answered questions from 16.78% to 24.48% with
different relaxations included in the lenient validation process.

The effectiveness of using JIRS together with QE is even better in the case of the CLEF
questions. Indeed, Accuracy is close to 22% instead of 12%, MRR is 10.08 rather than 3.85.
The use of JIRS and QE allows obtaining the answer in one of the first five returned passages
for about 30% of the questions (versus 25.16% before JIRS+QE). Table 18 shows a detailed
analysis of the obtained results in terms of the number of answered questions per type of
question.
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Table 18 Types of the answered questions per question set (Lenient Validation)

CLEF TREC
TYPES Without With Without With

JIRS+QE JIRS+QE JIRS+QE JIRS+QE
ABREVIATION 6.49% 1.64% 2.78% 5.24%
COUNT 7.14% 8.74% 9.03% 5.71%
LIST 2.60% 2.73% 0.69% 0.95%
LOCATION 19.48% 21.86% 21.53% 22.38%
MEASURE 2.60% 1.64% 7.64% 5.24%
OBJECT 2.60% 2.19% 2.78% 4.76%
ORGANIZATION 5.19% 9.29% 6.94% 7.14%
OTHER 13.64% 12.57% 17.36% 13.33%
PERSON 29.87% 25.68% 14.58% 23.81%
TIME 10.39% 13.66% 16.67% 11.43%

For instance, 25.68% of the answered CLEF questions are of the type PERSON and 21.86%
are of the type LOCATION. For the same questions, 80.87% of the answered questions are
factoid ones while this percentage is 75.71% for the TREC set. Let us now consider the
overall performance among all the 1,470 questions (those covered by the AWN-based QE) in
both sets as listed in Table 19.

Table 19

The overall performance before and after using the semantic QE with JIRS
(Lenient Validation)

1,470 CLEF+TREC questions

MEASURES Without JIRS and QE With JIRS+QE
Acc 9.66% 20.20%
MRR 3.41 9.22
AQ 20.27% 26.74%

The improvement of Arabic PR is significant as Accuracy is nearly 20.20% (versus 9.66%),
MRR is 9.22 (versus 3.41) and the percentage of answered questions is 26.47% (versus
20.27%). The gain obtained in terms of MRR was the best with respect to the two other
measures. This means that our approach increases the probability of having the expected
answer in the first five ranked passages.

To show the significance of the obtained results, we use the Student's paired t-test. Therefore,
for each measure (Accuracy, MRR and number of Answered Questions), we consider the
directional hypothesis that “performance becomes better when we inject QE terms in
DDNM”. The null hypothesis is:

Ho = the performance (acc, MRR or #answered questions) is not positively impacted by the
use of QE and DDNM combined.

Our alternative unilateral hypothesis is:
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H, = the performance (Acc, MRR or #answered questions) is positively impacted by the use
of QE with DDNM combined.

The t-test value is calculated using the following formula:

Ry
\/s%no) L 5°(ia)
n(no) ~ n(ja)

Where:

X,, IS the mean (in terms of the considered measure) of the sample processed without using
QE and DDNM.

X;, Is the mean (in terms of the considered measure) of the sample processed using QE and

DDNM.

s? is the variance of the sample

n(S) is the number of observations in the sample S. In our case, we take into consideration
four observations related to the different question collections used previously (858 TREC
questions, 612 CLEF questions, 82 TREC questions and 82 CLEF questions).

The degree of freedomis: df = 7
The calculated t-test values are:
0 Inthe case of accuracy: t=3.42
0 Inthe case of MRR: t=1.45
0 Inthe case of the Number of answered questions: t=2.23

According to the t-test values above, we can reject the null hypothesis in the case of the
accuracy (t=3.42, df=7, p<0.05) and the number of Answered Questions (t=2.23,
df=7, p<0.05). For the MRR, the difference in performance between the two samples is
not significant.

3.3 Chapter summary

In this chapter, we presented our surface-based approach for the Passage Retrieval module. It
consists in combining the QE process based on AWN semantic relations with the Distance
Density N-gram Model that relies on structure similarity. To test its effectiveness, we
highlighted, through the processing of a sample question and the retrieval of corresponding
passages, the difference in terms of passage ranking after applying the keyword-based level
and the structure-based level, separately and then as a combined level. The passage ranking
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obtained by the combined level (i.e., the surface-based approach) was the closest to the human
ranking. It was also better than the ranking provided by the baseline system (i.e., the
considered Search Engine) for the given question.

Thereafter, we presented the experiments that we conducted on a set of 2,264 translated
TREC and CLEF questions provided by both campaigns over ten years (between 1999 and
2008). The surface-based level was applied to each question in the set. This allowed us to
measure the performance in terms of Accuracy, MRR and Number of Answered Questions.
The obtained performance regarding the three measures was better than the one registered by
the baseline system, i.e., the Yahoo! API (20.20% versus 9.66%, 9.22 versus 3.41 and 26.47%
versus 20.27% respectively). The statistical t-test also showed the significance of these
results.

The conducted experiments indicate encouraging performance results in light of the following
elements:

e The experiments were conducted in an open domain (the Web). This means that the
content of passages is not always written in a formal style like the one used in the
questions;

e The passages (snippets) returned by the baseline system (i.e., Yahoo! API) are usually
so small that it is difficult to have both the question terms and the expected answer in
the same passage;

e Questions are not about the Arabic culture. Indeed, the CLEF and TREC questions
used in the test are translated from the European and the American cultures
respectively to the Arabic language. Hence, we are not sure that the available Arabic
content in the Web will cover the questions topics or not. This will cause a low
redundancy level. Unfortunately, the DDN model works better when redundancy is
high in which case it is more likely to retrieve at least one relevant passage in this
case.

e Most of the answers are NEs that are transliterated from English or French to the
Arabic language. Therefore, answers could not be found in Arabic texts and the
performance can be affected by spelling errors.

As mentioned in the examples presented in this chapter, the enrichment of AWN is required
for a better usability of this resource in a complex application such as QA systems. The next
chapter investigates this enrichment by focusing on the type of content that occurs in
questions not covered by AWN as well as those not answered by the keyword-based and
structure-based levels.
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Chapter 4

AWN resource enrichment

4.1 Introduction

The proposed approach for Arabic PR uses the Arabic WordNet, as described in the previous
chapter, for different needs: (i) extraction, in the keyword-based level, of semantically related
terms with respect to a given question keyword, (ii) injection of these terms to calculate the
similarity score based on the Distance Density N-gram model, and (iii) use of AWN hierarchy
as a support of ontological resources with the aim, first, to allow the representation of the
question and passages in terms of Conceptual Graphs and, second, to make their semantic
comparison. The issue latter will be described in Chapter 5.

The use of AWN was motivated by its nearly-standard design leveraging the experiences
registered within the last decade in building over 40 WordNets. However, as we showed in
the examples presented in the previous chapter, this resource has to be enriched and adapted
for the objective of covering a higher number of common classes words, including nouns and
verbs, and being linked to NEs since factoid questions are important in any QA system.

In this part of our research, we do not try to build a new release of AWN with a full support of
Modern Standard Arabic (MSA). Rather, we are aiming for a more enriched release that can
be evaluated and compared to the standard release in terms of coverage and usability in the
context of Arabic QA. To achieve this goal, we have been inspired by existing experiences,
either for the extension of WNs or their use in different applications, especially in Information
Retrieval and QA.

The remainder of this Chapter is structured as follows: Section 4.2 provides a theoritical
analysis of the AWN resource according to two lines: (i) content and (ii) usability. Section 4.3
presents an experience-based analysis of this resource starting from the evaluation conducted
in the previous chapter. Section 4.4 describes different methods used in terms of the AWN
enrichment and the amount of entries added by means of these methods. Section 4.5 provides
an evaluation of the impact of the new added content on the effectiveness of our Arabic PR
approach. Finally, we conclude this chapter with a synthesis of the main issues investigated in
this part of the research.
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4.2 Theoretical analysis of Arabic WordNet

Generally, the existing experiences related to the construction of WordNets followed the trend
aiming for better coverage of main concepts and semantic relations. These experiences have
given rise to many development methods to overcome several known WordNet challenges.
These challenges became more conspicuous when dealing with languages less commonly
addressed by NLP research. The latter case includes, among others, Arabic and Hebrew, the
most prominent members of the Semitic language family.

The construction of AWN followed the general trend, leveraging the methods developed for
Princeton WordNet (PWN) (Fellbaum 1998) and EuroWordNet (Vossen 1998). The result
was a linguistic and semantic resource that complies with the WN structure while considering
some specificities of Arabic such as entry vocalization, Broken Plurals (BP) (i.e., irregular
plural) and roots. The first release of this resource may well be viewed as a valuable step in
terms of the following findings:

e The most common concepts and word-senses in PWN 2.0 have been considered in
AWN,;

e AWN provides some culture-specific senses. For instance, the word sense sl )i
(the land of Egypt), which is commonly used in Arabic to refer to the country
“Egypt”, belongs to the synset “4 522 (republic);

e AWN is designed and linked to PWN synsets so that its use in a cross-language
context is possible;

e Similarly to other WordNets, AWN is connected to the SUMO ontology (Niles and
Pease, 2001; Niles and Pease, 2003; Black et al., 2006). A significant number of
AWN synsets was, indeed, linked to their corresponding concepts in SUMO.
Statistics show that 6,556 synsets in AWN (65.56% of the synsets) are linked to 659
concepts in SUMO (65.9% out of 1,000 concepts). These links complements synset
information related to synsets with the formal definitions provided by SUMO. Note
that on behalf of the SUMO project, an ontology, among others, was developed
around the concepts that are specific to the Arabic culture.

Before releasing AWN, the lack of linguistic resources had always been an obstacle to the
development of efficient and large scale Arabic NLP systems. Once released, AWN quickly
gained attention and became known in the Arabic NLP community as one of the rare freely
available lexical and semantic resources.

In the absence of any study about the AWN project after it was launched, it is interesting to
evaluate the resource in terms of two aspects: coverage and usability. Concerning AWN
coverage, it seems logical to begin by comparing AWN contents with those of a lexicon
covering modern standard Arabic and with other WordNets.
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4.2.1 Comparison to existing WordNets

AWN contains around 18,925 Arabic word-senses® belonging to roughly 9,698 synsets,? very
poor content indeed in comparison to other WordNets. Table 20 presents a comparison among
Arabic, Spanish® and English* WordNets contents, as well as the estimated ratio of the
number of word lemmas in each Wordnet to the number of words in large lexical resources
corresponding to each language.®

Table 20 Comparison of AWN content to the English and Spanish WNs

Arabic Spanish English

WN Synsets 9,698 57,424 117,659
WN Word-Senses 18,925 106,566 206,941
WN Word Lemmas (WL) 11,634 67,273 155,287
Language Lemmas (LL) 119,693 104,000 230,000
Ratio lemmas (WL/LL) 9.7% 64._.7% 67.5%
Ratio Word-lemmas (WN/English WN) 7 .5% 43.3% 100.0%
Ratio Synsets (WN/English WN) 8.2% 48 .8% 100.0%
Ratio Word-senses (WN/English WN) 9.1% 51.5% 100.0%

Table 20 shows that: (i) on the one hand, the released AWN contains only 9.7% of the
estimated number of word lemmas in the Arabic lexicon considered (versus 67.5% for the
English WN and 64.7% for the Spanish WN), which in turn represent roughly 7.5% of those
existing in English WN; and (ii) on the other hand, the number of synsets in AWN represents
only 8.2% of the English WN synsets. For the Spanish WN, this number represents 48.8% of
the English WN synsets.

The link between word lemmas and synsets is established through word-sense pairs that
represent 9.1% of what exists in English WN (51.5% in the case of Spanish WN).
Furthermore, AWN synsets are mainly linked by only two kinds of relations hyponymy and
synonymy, versus the seven semantic relations used in English WN (which also include
antonymy and meronymy, among others).

! In WordNet, a word lemma that appears in n synsets has n word-senses.

2 AWN statistics are extracted from the AWN browser and database available at:
http://www.globalWordNet.org/AWN/AWNBrowser.html

8 Spanish WN 1.6 statistics are extracted from the MultiWordNet project, see:
http://multiWordNet.fbk.eu/online/multiWordNet-report.php

* English WordNet 3.0 statistics are extracted from: http://WordNet.princeton.edu/WordNet/man/wnstats.7WN.html

% The considered lexical resources are: DIINAR.1 lexicon for Arabic (http://diinar.univ-lyon2.fr/) which presents the
advantage of containing voweled and lemmatized entries that exist in the language, the Spanish lexicon and the British
English Source Lexicon (BESL) for English (both are large and contain morphological information). The three resources are
published by ELRA (statistics are extracted from http://catalog.elra.info).
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4.2.2 AWN compared to existing MSA lexicon

To make the AWN coverage described in Table 20 more precise, detailed figures about the
number of AWN synsets and words are presented in Table 21 with an emphasis on the
following three elements:

e Nouns and verbs, as the main Common Linguistic Categories (CLC);

e Named Entities, as one of the most important types of dynamic information to link
with the AWN resource, since AWN is designed for various Arabic NLP
applications and domains, including the Web, where NEs are widely used; Also, we
are interested in NEs since the injection of their hypernym is effective in the
structure-based level as shown in the exemple provided in Chapter 3, Section
3.2.4.2;

e Broken plurals, as a linguistic characteristic mainly specific to Arabic, which are
formed by changing the word pattern, not by using regular suffixation. AWN can
be used in different NLP applications, particularly, in Information Retrieval, but the
Arabic light stemming algorithms that are reported to be effective in this field do
not extract the correct stem for BP (Goweder and De Roeck 2001). The use of
lexical resources that integrate these BP forms can resolve such problems.
Therefore, it makes sense to devote more attention to the enrichment of AWN in
terms of BP forms.

Table 21 Detailed AWN statistics

_ Arabic-

Dynamic .

cLe information specific
Statistics characteristic
Nouns Verbs Named Entities Broken Plurals
No. AWN Synsets 7,162 2,536 1,155 126
No. AWN Word-senses 13,330 5,595 1,426 405
No. AWN Distinct Lemmas 9,059 2,575 1,426 120
No. Baseline Lexicon Lemmas (BLL) 100,236 19,457 11,403 9,565
Percentage AWN Lemmas/BLL 9.0% 13.2% 12_5% 1.3%

In Table 21, we compare the number of lemmas in AWN with DIINAAR.1 as a baseline
lexicon (Abbes et al., 2004). This comparison shows that, with respect to the three elements
under consideration (CLC, Dynamic Information, etc.), the gap between the two lexical
resources is significant. In fact, lemmas in AWN account for only around 9% of nouns and
13.2% of verbs in the baseline lexicon. For dynamic information, this percentage is about
12.5%. The BP forms, peculiar to Arabic, are hardly covered in AWN: it only contains 1.25%
of similar forms in the baseline lexicon.
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In previous work (Alotaiby et al., 2009), experiments conducted on nearly 600 million tokens
from the Arabic Gigaword corpus (Graff 2007) and the English Gigaword corpus (Graff et al.,
2007) showed that the total number of Arabic word types needed in any application is 1.76
times greater than that of English word types required for the same application. On the basis
of the foregoing statistics, it is clear that AWN coverage is limited compared to the
DIINAR.1 lexicon for Arabic and to other WNs. Therefore, one may question the usefulness
of the resource and its response to the needs in different applications.

4.2.3 AWN in NLP applications

As mentioned above, another point that deserves to be addressed is AWN usability. While the
efficiency of other WNs (e.g., English and Spanish) in different NLP applications has been
proven through several research efforts and experimental results (Kim et al., 2006; Wagner
2005), AWN was considered in just a few applications. In fact, AWN was only used and cited
as:

A comparative resource to evaluate a Web-based technique for building a lexicon
from hypernymy relations with hierarchical structure for Arabic (Elghamry 2008);

e A resource for Query Expansion (EI Amine 2009);

e A resource to be linked to the PanLex 2.5 which is a database that represents
assertions about the meanings of expressions (Baldwin et al., 2010); ®

e A source of information for building an Arabic lexicon by incorporating traditional
works on Qur’anic vocabulary (Sharaf 2009);

e A promising resource that (i) allows the exploration of the impact of semantic
features on the Arabic NER task (Benajiba et al., 2009a; 2009b) and (ii) improves
the question analysis module in the Arabic QA system called QASAL (Brini et al.,
2009a; Brini et al., 2009b).

To sum up, from a theoretical perspective AWN presents many advantages, including WN
structure compliance, mapping to other ontologies and consideration of some Arabic
specificities; nevertheless, its patent coverage weaknesses explain its use in just a few
projects. Currently, world-wide interest in the development of WNSs is increasing. For
example, this is shown from the 2012 edition of the Global WordNet conference’ that
revealed around 55 projects related to new WN construction, existing WNs enrichment, WNs
and lexical resources integration, WN applications and other WN efforts. The AWN project
will have to keep up with such dynamism.

® http://utilika.org/info/panlex-db-design.pdf
" The conference has been held every two years since 2004. The Web site of the 2012 edition can be accessed from:
http://lang.cs.tut.ac.jp/gwc2012/
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As we showed in Chapter 3, a semantic QE process based on AWN could improve the
passage recall as well as passage ranking in an Arabic QA system, though the resource is
requested to be enriched and adapted. To achieve this goal, we follow a three-steps approach:

e Step 1 focuses on analyzing, from an experience-based perspective, the usability
and identifying the shortcomings of the current AWN lexical database in the
context of Arabic QA;

e Step 2 enriches the AWN coverage following the lines identified from the
shortcomings raised in step 1;

e Step 3 uses both the standard and the enriched release of AWN as part of an
ontology adapting its lexical design and combining its coverage with the semantic
and syntactic information integrated in Arabic VerbNet. This step will allow the
implementation of the semantic-reasoning based level (in order to improve passage
ranking on top of the two first levels (i.e., keyword-based and structure-based).

Jointly, the three steps aim to explore different possibilities for extending and using AWN
coverage in order to increase the usefulness of AWN for Arabic NLP in general, while
satisfying the specific need to achieve the best performance possible for Arabic QA.

The next sections present the results obtained in the three-steps approach for the enrichment
and adaptation of AWN.

4.3 Experiment-based analysis of AWN

In order to address the main lines to be followed in extending AWN coverage for promoting
its usability, a detailed analysis of the AWN content is required. There is also a need to
identify the gap between this content and what is required by NLP applications, such as
Arabic QA, in terms of resource coverage.

The current experiment uses the keyword-based and structure-based levels of our approach
that aims at improving passage recall and ranking. In Chapter 3, we were interested in the
usability of AWN for Arabic QA systems. AWN help us to improve the quality of passage
ranking. For each user question, the underlying process tries to retrieve passages from the
Web most likely to contain the expected answer. Our process is mainly based on the AWN-
based semantic QE process previously described and evaluated (the examples and
experiments related to this process were presented in Chapter 3). In the current experiment,
the process is applied to all question keywords. As raised in the examples and experiments of
Chapter 3, the overall performance of the AWN-based approach will be impacted by two
main factors: (i) non-coverage of question keywords by AWN, so that the QE process cannot
be applied to the given question, and (ii) extraction of a limited number of related terms; let us
recall that, from the example presented in Chapter 3, the passage ranking will provide better
results if a higher number of related terms are injected in the DDN model.
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In order to evaluate AWN in relation to these two factors, we analyzed 2,264 translated
questions extracted from CLEF and TREC. The results obtained are given in Table 22. Note
that the statistics of the last four rows of the table were manually calculated. The results
presented in Table 22 show that we were able to apply the AWN-based QE process to only
around 65% of the questions considered in that study—the remaining 35% contained
keywords that were not covered by AWN—and that the keywords covered can be expanded
by, on average, 4 corresponding synonyms from AWN.

Table 22 Analysis of the AWN coverage for the CLEF and the TREC questions

Measures CLEF TREC Overall %
No. Questions 764 1,500 2,264 -
No. Questions covered by AWN 612 858 1,470 64.93%
Avg. AWN word lemmas per question 3.65 4.26 4 -
No. Questions Not Covered (QNC) by AWN 152 642 794 35.07%
QNC with NE keywords 127 420 547 68.89%
QNC with Verb keywords 44 262 306 38.54%
QNC with Noun keywords 81 508 589 74.18%
QNC with Broken Plural keywords 0 18 18 2.27%

A more in-depth analysis of the results in Table 22 reveals that over 74% of the questions not
covered by AWN contain noun word lemmas, around 69% include NEs and roughly 39% are
composed of at least one verb. We can also notice that BP forms (the irregular form of plural)
are present in over 2% of these questions (only 120 such forms exist in AWN: this represents
around 1.71% of the well-known existing BP lists). For example, the TREC question “ e
¢ gl )l @ s 84" (When did the Reichstag fires happen?) is formulated with three
keywords: the verb “«25” (happen), the BP “&) " (fires) and the NE “g Uil )I1” (Reichstag).
Since none of these keywords exists in AWN, the question can not be extended using the QE

process.

The experiment-based analysis displays the AWN weaknesses previously pointed out and
highlights the need to expand its coverage. To extend AWN content, particular interest is
attached to semi-automatic methods among the most commonly used by researchers when
enriching WordNets. These methods help to avoid the limitations of: (i) the manual approach,
which consumes time and effort and tends to result in low coverage resources; and (ii) the
automatic approach, which raises the coverage at the expense of accuracy and confidence.

In the following sub sections, we propose two types of AWN extension: (i) resource-based
extension of NEs and verbs using existing English resources, and (ii) process-based extension
of nouns using a hyponymy pattern recognition process.

85



4.4 Semi-automatic enrichment of AWN

4.4.1 Resource-based enrichment

Diab (2004) already proposed a resource-based AWN extension by means of Arabic English
parallel corpora and English WordNet. In this subsection, we also extend AWN on the basis
of existing English resources. Rather than using parallel corpora in recovering the Arabic
side, we have explored using the Google Translation tool which can provide good results
when processing unique entries (NEs or verbs).

4.4.1.1 Named Entities Extension using the YAGO Ontology

Various research efforts have aimed at extending WordNets with NEs. Indeed, adding new
NEs synsets to WN is of paramount importance in the field of NLP because it allows using
this unique resource for NE recognition and other tasks. Toral et al. (2008) automatically
extended PWN 2.1 with NEs using Wikipedia. NEs in Wikipedia are identified and integrated
in a resource called Named Entity WordNet, after a mapping performed between the is-a
hierarchy in PWN and the Wikipedia categories. Al Khalifa and Rodriguez (2009) also
demonstrated that it is possible to enrich NEs in AWN by using the Arabic Wikipedia: in that
work, experiments showed that 93.3% of automatically recovered NE synsets were correct.
However, due to the small size of the Arabic Wikipedia, only 3,854 Arabic NEs could be
added.

One way to tackle monolingual resource scarcity problems is to use available resources in one
language to extend existing WordNet in another one, as was done by Sagot and Fiser (2008)
for the French WN. In this direction, we have been interested in using the YAGO ontology®
(Suchanek et al., 2007) for the following reasons:

e It covers a great amount of individuals (2 millions NEs);
e It has a near-human accuracy around 95%;

e It is built from WordNet and Wikipedia;

e It is connected with the SUMO ontology;

e It exists in many formats (XML, SQL, RDF, Notation 3, etc.) and it is available via
tools® which facilitate exporting and querying it;

e Its usage avoids the challenges of performing NE identification as was done by Al
Khalifa and Rodriguez (2009).

8 Yet Another Great Ontology: available at http://www.mpi-inf.mpg.de/Y AGO-naga/Y AGO/downloads.html
° http://www.mpi-inf.mpg.de/yago-naga/yago/downloads.html
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The YAGO ontology contains two types of information: entities and facts. The former are NE
instances (from Wikipedia) and concepts (from WordNet), whereas the latter are facts which
set a relation between these entities. The YAGO ontology was already used as a semantic
resource in the context of IR systems (Pound et al., 2009).

In order to enrich the NE content in AWN, we perform an automatic mapping process as
illustrated in Figure 17.

YASD entities

h 4
Step 1: Google Translation API

Arabic YAGO Arabic WordNet
entities

Evident Mapping through Princeton
WordNet

YAGD Relation-based Mapping

Step 2: Extraction of candidate BRWN synsets

A J

Step 3: Web redundancy wvalidation

Enriched Arabic
WordNet

Figure 17. Automatic mapping process between YAGO NEs and AWN Synsets

The process is composed of three main steps that are descibed as follows:
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e Step 1: translation of YAGO entities into Arabic instances by means of Google
Translation API (GTA).' Based on the manual checking of 1,000 translated NEs, we
have observed that this automatic translation has attained an accuracy of 98.2% when
applied to a one or two-word NE.

e Step 2: extraction of candidate AWN synsets to be associated with the created
instances. It was possible to add the translated YAGO entities to AWN through two
kinds of mappings:

o Evident mapping: the WordNet synsets corresponding to a given YAGO entity
are extracted using the facts involving the YAGO “TYPE” relation (in YAGO,
there are 16 million facts for this relation); the AWN synsets corresponding to
the identified WordNet synsets are then connected with the given entity. For
example, the YAGO entity “Abraham_Lincoln” appears in three facts for the
YAGO “TYPE” relation; from these facts, the three English WN synsets
“president”, “lawyer” and “person” are extracted. Hence, the YAGO entity
“olsSil alal u” (ie., Abraham Lincoln) can be added as an instance
corresponding respectively to AWN synsets identified by “o«)” (president),

°

“JiS3 «oalaa alas” (lawyer, attorney) and “obwd! «uadid” (person, human):;

0 YAGO relation-based mapping: it consists in supposing that the arguments of
some YAGO relations can be systematically added to AWN as instances of
specific synsets. For example, the second argument of the YAGO relation
“bornin” is likely to be an instance of the AWN synset “4w.” (city : identified
by madiynap_nl1AR in AWN). Following this idea, we have specified for a set
of 19 YAGO relations (out of 99) whether the first or the second argument of
the relation should be used and which AWN synset should be linked to it.
Table 23 shows the mapping made for the 19 relations. Using this mapping,
331,851 candidate NEs have been extracted and passed on to the validation
process.

e Step 3: consists of the automatic validation of the links between YAGO entities and
corresponding AWN synsets (using both mapping types). This step aims at eliminating
incorrect mappings as well as wrongly translated entities by means of Web
redunduncy. For instance, in YAGO facts, the entity
“Association_for_Computing_Machinery” is present in the second argument of the
relation “isLeaderOf”. Therefore, with respect to the mapping listed in Table 23, this
entity is a candidate for being an instance of the synset st (country : balad_n1AR).
Using the Yahoo! API, we extract the Web snippets that strictly match the expression

19 http://code.google.com/p/google-api-translate-java/
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flulall @YY Lxes 7 (Association for Computing Machinery country). The given entity
is then not added in the AWN extension under the synset s (country : balad_nl1AR)
since the number of extracted snippets does not exceed a specific threshold (set
heuristically to 100), meaning that the given candidate NE is most likely not an
instance of the considered synset. Unlike step 1, we use the Yahoo! API instead of the
Google API in order not to have a biased validation of NEs (translated in one API and
validated by another one). After applying this validation step, we were able to
eliminate over 13% of the candidate mappings. Table 24 gives the detailed percentage
of eliminated entities per YAGO relation.

Table 23 Mapping between YAGO relation and AWN synsets

YAGO relation AWN synset AWN synset id
actedlIn ¢4l (creation : AibodaAE) ibodaAE_n1AR
bornin Louwe (city : mdynp) madiynap_nlAR
diedIn Loawe (city - mdynp) madiynap_nlAR
hasCapital Lowe (city : mdynp) madiynap_nlAR
hasCurrency o (country : balad) balad_nl1AR
hasNumberOfPeople +— (country : balad) balad_nl1AR
hasPopulation L (country : balad) balad_nl1AR
hasPopulationDensity +— (country : balad) balad_nl1AR
hasUnemployment + (country : balad) balad_nl1AR
inTimeZone isblis,—diihi. (region : mnTgp) minoTagap_nlAR
isCitizenOf Louwe (city : mdynp) madiynap_nlAR
isLeaderOf + (country : balad) balad_nl1AR
isMarriedTo Lryy-esy (married - zwj) zawoj nl1AR
liveslin Loue (city @ mdynp) madiynap_nlAR
locatedIn Louwe (city : mdynp) madiynap_nlAR
originatesFrom Likhie (region : mnTgp) minoTagap_nlAR

politicianOf
worksAt

wrote

. (country :

wsLs (writer/author :

balad)

wwie (Institution/establishment: u&as~asap)

KAtb)

balad_nl1AR
mu&as~asap_nlAR

kaAtib_n1AR

Table 24. YAGO and AWN evident mapping statistics

YAGO relation

# entities Eliminated entities

actedln 28,836 35.09%
bornin 36,189 20.59%
diedln 13,618 12.92%
hasCapital 1,368 6.78%
hasCurrency 367 0.00%
hasNumberOfPeople 6,171 0.00%
hasPopulation 77,928 9.78%
hasPopulationDensity 44,628 0.00%
hasUnemployment 41 0.00%
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inTimeZone 2 0.00%

isCitizenOFf 4,865 0.00%
isLeaderOf 2,886 0.00%
isMarriedTo 8,416 0.00%
livesin 14,710 11.11%
locatedIn 60,261 14.03%
originatesFrom 11,497 26.67%
politicianOf 6,198 0.00%
worksAt 1,401 3.45%
wrote 12,469 27 .27%
Total 318,612 13,24%

Four YAGO relations, namely “actedIn”, “wrote”, “originatesFrom” and “bornIn” cover
the major part of the eliminated entities (35.09%, 27.27%, 26.67% and 20.59% of the
entities candidate in each relation were eliminated respectively). For example, in the
case of the relation “wrote”, many cases are due to translation errors (the automatic
translation is not effective when it processes long titles of books and stories). Another
example of these eliminated entities is the names of countries such as Morocco linked to
the synset 4. (city : mdynp) using the YAGO relation-based mapping for the “bornin”
or “diedIn” relation.

The three-step process described was performed for three million YAGO entities. We found
out that it was possible to keep 433,339 instances (145,135 NEs thanks to the first mapping in
Step 2 and 288,204 NEs from the second mapping) that were connected with 2,366
corresponding AWN synsets. Let us recall that in the original AWN release, there are 1,067
synsets having instances (i.e., NEs). The new numbers represent an increase of nearly 205%.
Also, the high number of instances allows an acceptable coverage of real-world NEs. These
instances belong to different categories as listed in Table 25.

Table 25 Statistics of NE classes augmented in AWN

Cat. 1D NE categories Number %
1 PERSON 163,534 37.7%
2 LOCATION 73,342 16.9%
3 EVENT 14,258 3.3%
4 PRODUCT 14,148 3.3%
5 NATURAL OBJECT 8,512 2,0%
6 ORGANIZATION 8,371 1.9%
7 FACILITY 4,312 1,0%
8 UNIT 3,513 0.8%

Sub Total 289,990 66.9%
9 OTHER 143,348 33.1%
Total 433,339 100%

The major part (66.9%) of NEs that were linked to AWN synsets can be classified under 8
categories. The most frequent ones are PERSON (37.7%) and LOCATION (16.9%). The
remaining NEs (33.1%) are grouped under the “OTHER” category.
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Most of the added PERSON entities are foreign names; however, this will not impact the
experimental process (reconducted and presented later in this chapter) using CLEF and TREC
questions containing the same nature of names. Also, we did not investigate using an Arabic
NER system as alternative to the resource-based approach in order to avoid any eventual
inaccuracy of such a system.

The feasibility of enriching AWN coverage by NEs coming from YAGO was investigated.
Nevertheless, we understand that building an Arabic YAGO linked to the English one could
presumably be the most suitable option for dynamic information such as NEs (rather than
adding these NEs directly in AWN). The interesting amount of NEs that we have linked to
AWN synsets will at least help in considering their mapping to already existing PWN NEs
and also to deal with issues related to irregular spelling of Arabic NEs.

4.4.1.2 Extension using VerbNet and Unified Verb Index

Rodriguez et al. (2008a) have investigated two possible approaches for extending AWN. In
both cases, the purpose was just to show the potential usefulness of such approaches for semi-
automatic extension of the resource. In both works, it was reported that the results were very
encouraging, especially when compared with the results of applying the eight EuroWordNet
heuristics (\Vossen 1998). However, further experiments are needed in order to add a number
of words to AWN synsets. The first approach deals with lexical and morphological rules,
while the second considers Bayesian Networks as an inferencing mechanism for scoring the
set of candidate associations (Rodriguez et al., 2008b). The Bayesian Network (BN) doubles
the number of candidates of the previous heuristics approach (554 candidate words using BN
versus 272).

In our own work, in order to enrich the verb content in AWN, we have followed a two-step
approach inspired by what was proposed by Rodriguez et al. (2008a). The first step consists in
proposing new verbs to add to AWN; the second step aims at attaching these newly proposed
verbs to corresponding AWN synsets.

Considering the first step, while Rodriguez and his colleagues made use of a very limited but
highly productive set of lexical rules in order to produce regular verbal derivative forms, we
obtained these forms by translating the current content of VVerbNet (Kipper-Schuler 2006) into
the Arabic language. Our reasons are two-fold:

(i) To avoid the validation step where we need to filter the noise caused by overgeneration
of derivative verb forms (unused forms can be generated);

(if) To allow advanced AWN-based NLP applications to use the syntactic and semantic
information about verb classes in VerbNet and their mappings to other resources such as
FrameNet (Baker et al., 2003) and PropBank (Palmer et al., 2005).
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The translation concerns the 4,826 VerbNet™ verbs distributed into 313 classes and sub
classes. After the process of translating every single verb using the Google Translation Web
page (note that, unlike the Google Translation API, this translation Web page can provide
more than one possible translation for a unique verb entry), a manual validation was
performed to check the correctness of the translation, as well as to select the verb lemmas to
be added to AWN. Thanks to this semi-automatic process, we were able to obtain 6,654
verbs for the next step. The same process was applied on verbs covered by the Unified Verb
Index (UV1).*

In the second step, the attachment of Arabic verbs with AWN synsets was done by
constructing a graph which connects each Arabic verb with the corresponding English verbs
that are present in PWN. Figure 18 illustrates this step: A stands for the Arabic verb, Ej for
the English verb number j, S; for PWN synset number 1 and S5; for AWN synset number
i

As Figure 18 shows, each English verb can be connected to different PWN synsets. Then they
are connected with their equivalent synsets in AWN. After building the graph connecting each
Arabic verb with the corresponding PWN synsets through English verbs, the relevant
connections were selected by applying 3 of the 5 graph heuristics adopted in (Rodriguez et al.,
2008a). We set the limit at the third heuristic because the percentage of noise attachment
increases starting from the fourth heuristic and even more after applying the fifth one.

VerbNet/UV1 /@7 ‘
——>
v
English Verbs
Graph

A 4

Semi—automaﬁIc Translation l
<English Verb, Arabic Apply 3 Heuristics
Verbs> —

Figure 18. Enrichment of verbs in AWN and their attachment to synsets

Let us recall the definition of each heuristic as described in that work:

11 \erbNet is a lexicon classifying verbs into classes with descriptions of these classes in terms of members,
syntactic and semantic frames, etc. This lexicon is described with more details in chapter 5

12 The Unified Verb Index is a system which merges links and Web pages from four different natural language
processing  projects:  VerbNet, PropBank, FrameNet and OntoNotes Sense  Groupings
(http://verbs.colorado.edu/verb-index/)
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e Heuristic 1: If a unique path Arabic-English-Synset (AES) exists (i.e., A is only
translated as E), and E is monosemous (i.e., it is associated with a single synset),
then the output tuple <A, S> is tagged as 1;

e Heuristic 2: If multiple paths AELS and AE2S exist (i.e., A is translated as E; or E;
and both E; and E; are associated with S among other possible associations) then
the output tuple <A,S> is tagged as 2;

e Heuristic 3: If S in AES has a semantic relation to one or more synsets, Si, Sz ...
that have already been associated with an Arabic word on the basis of either
Heuristic 1 or Heuristic 2, then the output tuple <A, S> is tagged as 3;

e Heuristic 4: If S in AES has some semantic relation with S;, S, ... where S;, S5 ...
belong to the set of synsets that have already been associated with related Arabic
words, then the output tuple <A, S> is tagged as 4;

e Heuristic 5: Heuristic 5 is the same as Heuristic 4 except that there are multiple
translations Eq, E», ... of A and, for each translation Ei there are possibly multiple
associated synsets Si1, Siz, .... In this case the output tuple <A, S> is tagged as 5.

Note that tags 1, 2 and 3 help in identifying the <A, S> tuple generated by the first, second
and third heuristic respectively. Table 26 presents the results obtained using the described
verb extension process.

Table 26. Results of the AWN verb extension process

VerbNet uvl
Total
Number Percentage Number Percentage

Considered Arabic verbs 6,654 - 3,431 - 10,085
Connected Arabic verbs 5,329 80.09% 1,115 31,13% 6,444
Verbs existing in AWN 2,760 41.48% 542 15,80% 3,302
Newly Added Verbs (NAV) 2,569 38.61% 573 16,70% 3,142
- NAV with Heuristic 1 184 2,77% 129 3,76% 313

- NAV with Heuristic 2 158 2,37% 43 1,25% 201

- NAV with Heuristic 3 2,227 33,47% 401 11,69% 2,628
Connected AWN synsets 1,361 - 1,906 - 3,267

We succeeded in connecting 5,329 of the Arabic verbs translated from VerbNet with the
corresponding AWN synsets (1,361 distinct synsets). Even though around 41.5% of these
verbs (2,760 verbs) already existed in the current release of AWN, the process added new
synset attachments for them. The remaining 2,569 verbs were not in AWN and could be
added. Heuristic 1 allowed the generation of a few but accurate verbs and attachments
(2.77%), whereas Heuristic 3 succeeded in coming up with a higher number of less relevant
verbs (33.47%). With respect to the verbs generated from UVI, the overall newly connected
verbs were 6,444, 3,142 of which were new additions.
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4.4.2 Process-based enrichment

4.4.2.1 Background

Relying on resource-based extension is not the only line of investigation for enriching
WordNets. Process-based semi-automatic techniques have also been adopted by researchers
in order to refine the hyponymy relation in WordNets, as well as to add new noun and verb
synsets (Hearst 1992; Costa and Seco 2008; Tjong Kim Sang and Hofmann 2007). Hyponymy
discovery is another useful direction for WordNet enrichment that allows the automatic
extraction of hyponym/hypernym pairs from text resources such as the Web. For instance, A
and B form a hyponym/hypernym pair if the meaning of B covers the meaning of A and is
broader (Tjong Kim Sang and Hofmann 2007). There have been many attempts with the aim
of the automatic acquisition of such hyponymy pairs. Hearst (1992) was among the first
researchers to have proposed and investigated a pattern-based approach in order to resolve
this problem. This approach consists mainly in using a set of lexical and syntactic patterns to
generate a list of concepts linked using the considered semantic relation. For instance, in
English, the pattern “X including Y1 (, Y2, ...., and |or Yn)” helps to identify the nouns Y,
...., Y as candidate hyponyms of the noun X. For example, “cinema” and “drawing” can be
extracted as hyponyms of “arts” from the text “The institute focuses on different arts
including cinema and drawing”. It was reported that adopting these kinds of pattern-based
approaches allows the harvesting of semantic relations in general and hyponymy particularly
in languages such as English (Pantel et al., 2006; Snow et al., 2005), Spanish (Ortega-
Mendoza et al., 2007) and Dutch (Tjong Kim Sang and Hofmann 2007).

As for Arabic, there have been few such attempts in comparison to other languages like
English. The work of Elghamry (2008), which proposed an unsupervised method to create a
corpus-based hypernym/hyponym lexicon with partial hierarchical structure, is one of these
few attempts. In that work, the acquisition process was bootstrapped relying on the lexico-
syntactic pattern “ == X Jie Y1...Yn” (some X such as Y1,...Yn). The effectiveness of the
suggested method was demonstrated through a comparison between the extracted entries with
those of AWN, but a single lexico-syntactic pattern (“ o=~ X Ji Y1...Yn”) was used. This
limitation had two causes: (i) it was reported that Arabic patterns which are equivalent to
those proposed in (Hearst 1992) do not give significant results and (ii) there was no Arabic
parser available to facilitate the detection of noun phrases in the context of the other patterns.
With the availability of Open Source Arabic syntactic parsers like the Stanford Arabic
Parser,™® the latter reason is no longer valid: such syntactic parsers can reduce the noise
generated by a long list of Arabic lexico-syntactic patterns.

18 http:/Inlp.stanford.edu/software/lex-parser.shtml
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4.4.2.2 Enriching hypernymy relation in AWN

In line with the above-mentioned research efforts for Arabic and other languages, our aim is
to augment the coverage of AWN noun synsets (currently there are 7,162 noun synsets versus
82,115 in the English WN) while simultaneously enriching the hyponymy (is-a) relation
between these synsets. The two-step method proposed by Ortega-Mendoza et al. (2007) and
Garcia-Blasco et al. (2010) was adapted to achieve the target enrichment. Figure 19 illustrates
the general architecture of our approach.
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Figure 19 General architecture for Arabic Hyponym/Hypernym pairs detection
Figure 19 depicts the two-step method. It can be summarized as follows:

* Step 1: It identifies hyponymy patterns over snippets retrieved from the Web. These
snippets match a set of queries formed by hypernym/hyponym pairs;

» Step 2: It instantiates the identified patterns. The instantiation is performed by
searching for hypernym/hyponym pairs that match the given pattern.

The following sub sections explain more in detail the two steps illustrated in the previous
figure, presenting how these steps are implemented for the Arabic language and highlighting
the main results obtained after this implementation.

A) Identifying lexico-syntactic patterns

According to Ortega-Mendoza et al. (2007), we need a seed list of hypernym/hyponym pairs
to be used as queries. In our case, we have built this list from the synsets existing in AWN.
For instance, the synset (fan~ / art) &8 is described by the following synonyms:
(<inotaAj_fan~iy : artistic production) # #\, (AibodaAE_fan~iy : artistic innovation) g
s8and (fan~/ art) (4. Figure 20 shows the context of this synset in the AWN hierarchy using
the hyponymy relation.
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Figure 20. Context of the synset fan~ in the hierarchy of AWN

Only two hyponyms of the synset (# (fan~ : art) are present in the current version of AWN,
namely “sculpture” and “drawing”. In the English WordNet 3.0, 13 hyponyms (gastronomy,
perfumery, origami, etc.) exist under the equivalent synset (art).

To know about how this synset appears together with its hyponyms in a text, we have queried
the Web with a set of hand-coded hyponymy patterns instantiated using the given synset and
its hyponyms. Table 27 shows the used queries and sample snippets obtained as results.

Table 27 Sample snippets obtained using instantiated patterns as queries

Instantiated _
pattern Instantiated pattern Sample of obtained Sample of obtained
(in English) snippets (in Arabic) snippets (in English)
(in Arabic)
8 ey e saad sculpture and other arts L jiST5 o sill 280 (e canill 08 Sculpture is one of the oldest

Ll Ale gng 1oL arts, the most  widespread
and diverse in the world...

caldala s AYI ¢d other art in particular dLals caill iy dale o8l Generally, the arts and in
sculpture Sl ¥l al e ey particular sculpture, are one
el Al 3uay aSa3 of the most important areas
that truly reflect deep
interactions...

D e AV ¢ otherartssuch assculpture  cill e e od) sx)@ The rules of art such as

ciad sV ol 8 ,eY) Greek or Roman arts...
awy dlia b oda aal e drawing is one of the most sl Adise i @ia There are different
important arts daai A awslly SN techniques of Fine Arts and
vos) g an )l B CUEAY) painting  that  make  the
differences ...

From the above example, the hypernym is usually used in its plural form which can be
generated by adding specific suffixes (for instance —arts- o5 is the sound plural of ¢4 —art- ).
This is similar to other languages such as English. According to some research on large
Arabic corpora (Goweder and De Roeck 2001; Boudelaa and Gaskell 2002), BP forms
constitute around 10% of texts, and BP forms account for 41% of the different plural forms
used in texts. Therefore, we used BP forms to automatically extract patterns and built a list of
seed hypernym/hyponym pairs starting from the AWN synsets which have a BP form.

Since the current version of AWN contains only a few BP forms, we decided to begin
enriching AWN by connecting its synsets and words with such new forms. To perform this
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task we relied on 3,000 Arabic BP forms extracted from Emad Mohamed’s list'* that we
automatically connected these forms to the corresponding AWN words using the singular
entry existing in that list. The content of the list as well as the connections so-created were
manually validated. In all, we connected 1,934 synsets with the corresponding BP form
(nearly 24.3% of the AWN noun synsets), using 1,696 hypernym/hyponym pairs to identify
lexical patterns (the other synsets do not appear in relevant number of snippets). A description
of the procedure used is oulined below.

For each seed pair, we extract from the Web the first 20 distinct snippets corresponding to the
results returned by the Yahoo! API when using the following request forms:
“HYPONYM+HYPERNYM” and “HYPERNYM+HYPONYM?”. The next challenge was to
retrieve the relevant lexical patterns from the previously mentioned collection of snippets.
Currently, different techniques are suitable for such a task. One of these techniques is based
on the retrieval of the Maximal Frequent Sequences (MFS) of words. In fact, many research
works (Denicia-Carrel et al., 2006; Ortega-Mendoza et al., 2007; Garcia-Blasco et al., 2010;
Garcia-Hernandez et al., 2010) highlighted the usefulness of this technique for pattern
discovery over text.

Following Ahonen-Myka (2002), a sequence is defined as a set of ordered elements (for
instance, words). The frequency of a sequence of words is determined by the number of
sentences that contain this sequence. A sequence is maximal if it is not a subsequence of any
other. That is, if it does not appear in any other sequence in the same order. MFS are all the
sequences that appear in g sentences (where B is the defined frequency threshold) and are not
subsequences of any other MFS. To make these maximal frequent sequences more flexible,
Garcia-Hernandez (2007) has introduced the concept of gap which is defined as the maximum
distance that is allowed between two words in a MFS. Following this, if we set the gap to 0,
the words in the MFS will be adjacent words in the original text. For example, <wjo,
---,Win>, with 1 € 1.. .k, isamaximal frequent sequence of K words, 1 = 1j-1+1,
J > 1,whengap = O,and 1§ < ij_14, +1,whengap = n.

In our work, we adopted MFS for two main reasons: (i) it has achieved a higher performance
for languages such as English and Spanish (Denicia-Carrel et al., 2006; Ortega-Mendoza et
al., 2007; Garcia-Blasco et al., 2010; Garcia-Hernandez et al., 2010), and (ii) it is language-
independent, which allows us to leverage for Arabic tools that have been developed for the
aforementioned languages.

Specifically, we used the MFS-algorithm proposed by Garcia-Blasco et al. (2010). It allows
the processing of a document collection (that must be just plain text, divided into lines) and
searches for the MFS on the basis of three parameters introduced before running it:

¥ http://jones.ling.indiana.edu/~emadnawfal/arabicPlural.txt
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e Minimal Frequency (MF): It is the minimum number of times the sequence must
appear. If a sequence appears twice in the same sentence, it will only count as 1 for
the frequency;

e Minimal Length (ML): It is the minimum number of words that must compose the
sequence;

e Maximal Gap (MG): It is the maximum distance allowed between two consecutive
words in the maximal frequent sequence. The greater this value is, the more flexible
the extracted patterns will be.

Extracting a high number of hyponymy patterns depends on the coverage of the document
collection used. In this work, we built a collection from 102,900 snippets corresponding to
1,696 Web queries (a query is formed from AWN hyponym/hypernym pairs). In order to
guarantee the correctness of the extracted patterns, we manually evaluated the patterns that
resulted from applying the MFS-algorithm on a small subset of the collection (5,145 snippets,
which represent 5% of the collection). We used different parameter values while considering
the following constraints: (i) since a MF>20 only generates 2 candidate patterns and a MF<5
generates an excessive number of patterns, we considered a range between 5 and 20 for this
parameter, (ii) according to the lengths observed in a manually built list of hyponymy
patterns, a range between 3 and 7 was set for MG. Table 28 shows the results of the MFS-
algorithm on the small subset of the collection.

As we can see, when the parameters are MF=20, ML=2 and MG=7, the algorithm (which
is applied on the small subset of the collection) is able to generate 27 candidate patterns of
which 5 patterns (18.52%) are manually qualified as correct hyponymy patterns. This
percentage is the highest among the different runs corresponding to the different MFS
parameters values.

Table 28 Results of MFS parameter setting in the context of the Arabic language
Run #1 Run #2 Run #3 Run #4 Run #5 Run #6

Minimal Frequency (MF) 20 20 20 15 10 5
Maximal GAP (MG) 3 5 7 7 7 7
Minimal Length (ML) 2 2 2 2 2 2
#Patterns 19 26 27 46 113 1,019
#Hyponymy Patterns 2 3 5 7 17 135
%Hyponymy Patterns 10.53% 11.54% 18.52% 15.22% 15.04% 13.25%

To apply the MFS-algorithm on the whole collection, it makes sense to maintain the same ML
and MG parameters values, as they are collection-coverage independent. However, the MF
has to be changed to 400. Indeed, unlike ML and MG, the MF depends on the collection
coverage and in our case MF is calculated accordingly (MF=102,900*20/5,145). With these
parameter values, we succeeded in extracting 23 relevant hyponym patterns from the whole
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snippet collection. These patterns, after manual validation, were used in the pattern
instantiation step (Step 2).

B) Instantiating Patterns

The main objective of the pattern instantiation step is to retrieve candidate
hyponym/hypernym pairs with which to enrich the current AWN hierarchy. Generally, a
pattern has one of the two following forms: “<Phrase> HYPONYM <Phrase> HYPERNYM”
or “HYPERNYM <Phrase> HYPONYM <Phrase>". Instantiating these patterns means that
we replace the HYPERNYM part by the synset names from AWN and the other parts by a
wild character (such as *). For instance, the pattern “ ¢« 2=l HYPR Ji« HYPO” (many
HYPR such as HYPO) is instantiated with the synset 4sl.¥ (Al>sIHp : weapons) which is
the BP of z> (silAH : weapon). The query resulting from this instantiation is: “ e 2=l
4l Jw *”, This query is passed on to the search engine (i.e., the Yahoo! API) in order to
retrieve the most relevant and matching snippets. Table 29 lists samples of the extracted
snippets.

Table 29 Sample snippets obtained using the pattern *“ ¢« 3221 HYPR Jis HYPO”

Snippets (in Arabic) Translation (in English)
Gas G Gl aal | i) Laadl i Jia dalY) e malialy .o _have many weapons such as stick,

Y o ia a3l Hladd g Gualeall (e Jagatl) g cdll i e sWOrd ...

L 13 s Ll 3] 5 Lgw LSl Koy aign e lagla gl ... developing and producing many
skl dasanai PIA (e 2 Cua 1957 .. 2010 i siidie Weapons such as M240 ...
240 o) Jia dalu¥) eyl £l

. ... several chemical weapons such as
£ podll owal) Ll Jia A1E 5al) 4y JaSl) Aalu) (inmy adis weapons
. : — . . ..  tear gaz ... many wars are completely
ol () Batine WIS 51 L5 (8 s ) Ga paad) 3 I, N , i}
" o " or partially triggered by economic
403y Jha ddaliatl | el
causes, such as crisis ..

- . . --- you’ll find in this game many
o Cbb Ja daluY) Ga yad) dall) 8 025 21945-1939 alad

. - e o weapons such as big tanks, rockets
las (pS) 58 e dand AaLo) (po Sl o slel] pdna s o ) pucal] g
: and mortars and lot of other weapons
w.. -

sl ldl] jalisd] G/ fa daluY e yall slia ... There are many weapons such as
aall jsm gl Ssiel Al o5 wwdd 2eul; sSwords, daggers, ax, bow and arrow,

el o oS JUE 8 e 4] Jsasll ki oS54l Lo ousing many weapons such as the
nlly g3l g galislly Cisdly b gl Jia 2alaY) e wll whip and the sword, daggers, axes and
de giidl 5 AV ALY e iy . magic ...

The words of the pattern are in bold, the synset used for its instantiation is underlined while
the candidate hyponyms are both underlined and in italic. As we can see, in the above
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example, the left side of the pattern contains the targeted hyponyms. Therefore, a rule-based
algorithm was applied in order to analyze the left side and extract from it nouns that could be
added as hyponyms of the synset 4sl.¥) (Al>sIHp : weapons).

The list of the 23 hyponymy patterns identified in the previous step was instantiated using
both 700 AWN synsets (hypernyms) that have BP forms and then using 700 other AWN
synsets with their Sound Plural (SP)* form. Let us recall that only BP forms have been used
as seed pairs of the hyponymy relation while we used both forms in the instantiation phase.
This should allow us to determine whether the patterns discovered using a plural form (in our
case BP) can be useful in identifying hyponyms for the other form (i.e., SP). Table 30
presents the results obtained.

Table 30 Experimental results of the AWN noun hyponymy extension

- ; Overall/Total
Using BP Using SP

(distinct)
#AWN hypernym synsets 700 700 1,400
#Successful patterns 17 (73.91%) 9 (39.13%) 17 (73.91%)
#Candidate hyponyms 1,426 828 2,254
Avg. candidate hyponyms per AWN synset 2.04 1.22 1.61
#Correct hyponyms 458 (32.12%) 415 (50.12%) 832 (36-91%)

#AWN hypernym synset with correct

94 (13.43% 191 (27.29% 284 (40.57%
hyponyns (13.43%) 191 (27.29%) (40.57%)

#New correct hyponyms (not existing in

AN 265 (57.86%) 205 (49.40%) 459 (55.17%)

#New AWN associations(hypernym/hyponyms) 193 196 359

As depicted in Table 30, instantiating the 23 patterns with BP forms opens up the possibility
of getting an average of around two candidate hyponyms per AWN hypernym synset (versus
1.22 using the sound plural form). Note that candidate hyponyms are extracted using a set of
automatic rules. These candidate hyponyms are then manually validated in order to identify
correct hyponyms (Two persons validated around 2,300 hyponyms within approximately two
days). With regard to BP forms, around 74% of the patterns considered succeeded in
generating correct hyponyms. The list of these patterns also includes all the patterns that
succeeded with SP forms (9 patterns). The difference in pattern accuracy can be explained by
the following fact: when using the SP form in the query, snippets often contain the singular
instead of the plural stem. Therefore, such snippets will not be relevant and hardly match the
pattern considered. This confusion does not occur with the BP having a different pattern and
stem.

> A Sound Plural (SP) is formed by adding a suffix without changing the pattern of consonants and vowels
inside the singular form as in the case of Broken Plural (BP)
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The results listed in Table 30 also show that 832 correct hyponyms were identified (roughly
37% of the candidate hyponyms). About 60% of these could be added to AWN as new
synsets. Even though the remaining hyponyms already existed in AWN, new
hypernym/hyponym associations in which they participate could still be added.

According to Table 30, our process succeeded in generating hyponyms for approximately
41% of the 1,400 hypernym synsets considered. The number of hyponyms per hypernym
ranges from 1 to 29. Figure 21 illustrates the distribution of the number of hyponyms per
hypernym.

Figure 21 Distribution of the number of hyponyms per hypernym
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Figure 21 contains two curves, corresponding to BP and SP hyponym generation respectively.
The first curve reveals that with the BP form, for instance, only one hyponym is extracted for
15 AWN hypernym synsets. While Table 30 shows that SP forms help in generating correct
hyponyms for a higher number of AWN synsets (191 vs 94 with BP forms), Figure 21 depicts
an unbalanced distribution of these hyponyms over these synsets. In fact, for around 54% of
the BP forms the process succeeded in generating at least 4 correct hyponyms, whereas this
percentage did not exceed 17.5% for SP forms that can be confused with singular nouns
embedding the suffix of SP, i.e., "<, To sum up, using both forms as hypernyms guarantees
that more AWN synsets will acquire hyponyms, but not with the same accuracy. Table 31
lists the patterns that generate a high average of hyponyms per synset.

Table 31 Top relevant hyponymy patterns

Pattern English translation Avg. hyponyms per synset
HYPO 43 HYPR ;» .,uxJI Many HYPR such as HYPO 1.32
HYPO ¢ HYPR 4 asuxti Many HYPR for instance HYPO 1.30
HYPO U3 HYPR = Some HYPR such as HYPO 1.13
HYPO 5. s, =¥1 HYPR Other HYPR such as HYPO 1.10
HYPO ¢ s,=Y¥1 HYPR Other HYPR for instance HYPO 0.89
HYPR ;. ¢33 ,4é5 HYPO HYPO and other HYPR 0.88

101



The best hyponym patterns contain the hypernym part in the middle or at the beginning. The
experimental results show that we have fulfilled our aim, i.e. to enrich the noun content and
hierarchy of the AWN. Indeed, thanks to the use of a set of automatically discovered patterns
(via an MFS-based algorithm), it was possible to add 459 new synsets (which account for
7.53% of the number of existing noun synsets) and 359 new associations between synsets
using the hyponymy relation (around 2% of the existing associations).

The proposed technique is promising since it allows suggesting candidate hyponyms that can
be validated and integrated under AWN synsets. In principle, this way is faster than adding
these hyponyms from scratch, especially if we consider the following further possibilities:
e Extracting new patterns by setting other values for MFS parameters (these patterns
can help in generating new hyponyms);
e Using a recursive process in which generated hyponyms play the role of
hypernyms.

Since the technique is relation-independent, it could also be used for enriching AWN by
adding new relations between synsets such as the meronymy (part of) relation.

4.4.3 Extension coverage

As described above, it is possible to semi-automatically extend the content of NEs, verbs and
nouns in AWN. For each case, we made use of an adapted existing approach and/or resources
developed for other languages. Thanks to this extension process, we obtained the results
summarized in Table 32 and Table 33.

Table 32 Nouns, verbs and NEs Coverage improvement

Common Linguistic

i Categories Dynamic Information
Figures Nouns and Verbs Named Entities
Original Extended Added Original Extended Added
No. AWN Synsets 9,698 10,198 5.2% 1,155 2,366 205%
No. AWN Word-senses 18,925 37,463 98.0% 1,426 433,339 30,288%
No. AWN Distinct
Lemmas 11,634 15,005 29.0% 1,426 433,339 30,288%
No. Baseline Lexicon
Lemmas (BLL) 119,693 - - 11,403 - -
Percentage of AWN
Lemmas/BLL 9.7% 12 5% 2.8% 12 5% 3,800% 3,788%
Table 33 BP Coverage improvement
Arabic specific characteristic
Figures Broken Plurals
Original Extended Added
No. AWN Synsets 126 1,934 1,435%
No. AWN Word-senses 405 2,682 562.2%
No. AWN Distinct Lemmas 120 1,395 1,062%
No. Baseline Lexicon Lemmas (BLL) 9,565 - -
Percentage AWN Lemmas/BLL 1.3% 14 _6% 13.3%
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The above results show not only the usefulness of the different AWN extension techniques,
but also the significance and the extent of the new content. The most successful outcomes
were the addition of the equivalent of roughly 38 thousand times the original number of NE
(the number of AWN synsets having instances increased by 205%), as well as the large
number of new noun and verb lemmas (15,005 vs. 11,634 in the original version) and new BP
forms (1,395 vs. 120 in the original version).

A low coverage improvement was registered for synsets extension (+5.2%). This low
increment can be justified as follows: (i) the process used for the automatic extraction of
hyponyms was not recursively applied in the current work. Indeed, the hyponyms identified
by this process could be used as hypernyms on which we apply the same process again to
extract new hyponyms; (ii) the number of extracted snippets was limited to 20 and served as a
text collection from which new hyponyms were extracted. Considering a higher number of
snippets could increase the number of candidate hyponyms and, therefore, new AWN
candidate synsets too. Note that the technique is quite similar to the one used by Snow et al.
(2005) where AWN entries have been extended with hyponyms on the type level. However,
this approach does not consider all possible senses for a word type.

With respect to the statistics of the proposed AWN release, the previously highlighted gap
(see Table 20 in Section 4.2.1) relative to the Arabic lexicon (e.g. DIINAR.1) and other WNs
considered is now reduced. Table 34 shows the new comparison.

Table 34 Comparison of the extended release of AWN with the English WN 3.0 and the Spanish WN

Arabic i} i}
Spanish English
Original Extended
WN Synsets 9,698 10,198 57,424 117,659
WN Word-Senses 18,925 37,463 106,566 206,941
WN Word Lemmas (WL) 11,634 15,005 67,273 155,287
Language Lemmas (LL) 119,693 - 104,000 230,000
Ratio lemmas (WL/LL) 9.7% 12.5% 64 .7% 67 .5%
Ratio Word-lemmas (WN/English WN) 7.5% 9.7% 43_.3% 100.0%
Ratio Synsets (WN/English WN) 8.2% 8.7% 48._8% 100.0%
Ratio Word-senses (WN/English WN) 9.1% 18.1% 51.5% 100.0%

We can see that the extension of AWN now covers around 12.5% of the estimated number of
word lemmas in the baseline Arabic lexicon (versus 9.7% without extension). Moreover, after
the AWN extension, word senses represent 18.1% of what already exists in the English WN
(versus 8.2% before the extension).

This enriched content in terms of nouns (including BP forms), verbs and NEs has been
manually validated with the collaboration of three lexicographers. The judgement rate differs
from a content type to another. In fact, 41% of the hyponymy relations between noun synsets,
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75% of the verbs added as synonyms in the AWN synsets and 91% of the BP forms were
judged as true.

For the time being, we have developed a Web interface®® that presents both the original and
the extended content of AWN in order to allow researchers to explore and/or validate the
results of the proposed extension. The interface we developed allows:

e Navigating within the AWN hirerachy (synsets tree);

e Consulting the general information of a selected synset (words, part-of-speech,
etc.);

e ldentifying the source of information (original or extension) using labels (for
instance, NS for identifying new synsets, NI for new instances, etc.).

4.5 Impact of the extension on Arabic PR

Following the experimental process described in Section 4.2.5.1 of Chapter 3, we re-conducte
an evaluation in order to see whether the performance of the AWN-based PR approach is
improved after extending the content of AWN.

In the current section, we present the two runs of this new evaluation: (i) the first run using
the same CLEF and TREC questions as in the previous evaluation (see Section 4.2.5.2 of
Chapter 3). Note that these questions were analyzed to show the AWN coverage
shortcomings; and (ii) the second run using the collection of questions prepared in the
framework of the Question Answering for Machine Reading task of CLEF 2012. For both sets
of questions, we are interested in comparing the performance before and after the AWN
enrichement.

4.5.1 Evaluation using the original test set

The current section presents and discusses the results obtained with the first run executed with
the test set of 2,264 CLEF and TREC questions that were previously considered before AWN
enrichment. Table 35 presents the results of the new experiment. The same table also recalls
the results that were obtained in the first evaluation.

Table 35. Results before and after AWN enrichment

PR using the Keyword-based and Structure-based levels

Measures BaSSel ine PR (based on AWN)

ystem Original AWN Enriched AWN
Accuracy 9.66% 17.49% 26.76%
MRR 3.41 7.98 11.58
Nr. AQ 20.27% 23.15% 35.94%

18 The Web interface can be viewed at: http://sibawayh.emi.ac.ma/awn_extension.
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From the results above, we can see that accuracy, MRR and number of correctly answered
questions were significantly improved after using our approach in comparison with the
baseline PR system (i.e., Yahoo! API). Furthermore, our AWN-based approach obtained a
higher performance when it was based on the enriched content of AWN. Indeed, while the
original content allows the application of the approach on 1,470 questions (64.93% of the
CLEF and the TREC collection), the extended content raises this number to 1,622 (71.64% of
the collection). This brought about an increase in accuracy from 17.49% to 26.76% (both are
higher than the 9.66% registered with the baseline PR system).

MRR also increased from 7.98 to 11.58 and the percentage of answered questions (for which
the answer is found in the first five positions) went up from 23.15% to 35.94%. The
improvement was also observed when considering each of the CLEF and the TREC sub
collections separately with the different types of AWN extension.

Figures 22, 23 and 24 illustrate the gain in terms of Accuracy, MRR and AQ respectively,
before and after enriching AWN with each type of content (NEs, verbs and nouns). These
figures also recall the performance with the baseline PR system.

The first finding that deserves to be mentioned in these detailed results is the fact that
generating new terms by the QE process in the keyword-based level does not decrease the
performance due to the use of the structure-based level. This is true independently of the type
of the enriched content.

The second finding is the noticeable performance improvement (MRR is doubled, 35% of
guestions were answered) observed when using the AWN extended with NEs. This can be
explained by the significant percentage of questions containing NE keywords (see Table 22).
Thus, the high number of NEs added to the AWN synsets helped us to obtain this
improvement.

By analyzing the runs corresponding to these results, we find that the increase in performance
(also in the case of verb and noun enrichement) is not only due to the possibility of applying
the AWN-based approach to a higher number of questions, but also to the fact that for each
keyword in the question a higher number of related terms are now generated thanks to the
extension of AWN.

For instance, in the TREC question “ ale 8 ddalull & jla 5 yiulS Jad 43 Ul 3 o sSl)  USA 58 (he
¢ 1958” (Who is the Cuban dictator who was overthrown by Fidel Castro out of power in
1958?), thanks to the AWN extension it was possible to apply the QE process on the verb
“~WLi” (overthrow) which was newly added in AWN under the synset “>asogaTa_V1AR /
Lili”, This helped us to get the right answer “Giwsly” (Batista) in the first 10 snippets returned
by the Yahoo! API. Applying the DDN model on top of this QE process allows drawing this
answer to the first 5 snippets.
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Figure 22. Details of Accuracy improvement
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Figure 23. Details of MRR improvement
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Figure 24. Details of Answered Questions improvement

To summarize, within the scope of the first run of the experiment just described, we were able
to show an improvement using the extended content of AWN instead of the original content.
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This is a concrete example of the usability of the AWN extension. In the next section, we
present the results obtained using another test set of questions different from the one that
served to analyze AWN shortcomings.

4.5.2 Evaluation using the QA4MRE test set

Let us recall that the first evaluation, described in Chapter 3, allowed us to show that our
approach succeded in improving the three measures with respect to the values obtained using
the baseline PR system (i.e., the Yahoo! API); thereafter, the coverage of the AWN lexical
database was semi-automatically extended in order to deal with the shortcomings of this
resource for the questions of the test set. Note that these shortcomings result in a poor QE
process (generating just a few number of related terms) or in a non ability of applying this
process. Once extended, the goal of this second evaluation is to measure the gain in
performance after using the AWN enrichment.

This new evaluation contains two runs: (i) the first run with the same questions analyzed for
the AWN enrichment; this run showed an improvement of accuracy, MRR and AQ measures,
and (ii) the second run with a different test set of questions prepared in the framework of the
QA4MRE Task of CLEF 2012. We participated in this competition with the aim to evaluate
the keyword-based and structure-based approach in such a specific task and also to compare
its performance with other systems.

The 2012 test set is composed of 4 topics; each topic includes 4 reading tests. Each reading
test consists of one document, accompanied by 10 questions, each with a set of 5 answer
options per question. Therefore, for each language task, there are in total:

= 16 test documents (4 documents for each of the four topics);
= 160 questions (10 questions for each document);

= 800 choices/options (5 for each question with one correct answer and four incorrect
answers).

Questions have the following characteristics:

= They are in the form of multiple choice, where for each question, 5 possible answers
are given;

= They are designed to focus on testing the comprehension of one single document;

= They test the reasoning capabilities of systems, which means that inferences, relative
clauses, elliptic expressions, meronymy, metonymy, temporal and spatial reasoning,
and reasoning on quantities may be exploited;
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= They may involve background knowledge, i.e., information that is not present in the
test document given. In such cases, information from the background collections is
needed to fill in the knowledge gap to answer the question.

The distribution of these questions over the different types is presented in Table 36 (Pefias et
al., 2012).

Table 36. Distribution of question types

Question type Total number of questions Percentage

PURPOSE 27 16.88%
METHOD 30 18.75%
CAUSAL 36 22 .50%
FACTOID 36 22 .50%
WHICH-1S-TRUE 31 19.38%
TOTAL # of QUESTIONS 160 100.00%

The distribution of the 160 questions is quite similar over the 5 considered categories. This
shows how complex are the questions of this test set in comparison with the previous test set
composed of 2,264 CLEF and TREC questions where factoid questions represented over 50%
of the set (versus 22.5% in the QA4MRE set). Below we give some examples for the other
categories contained in this test set:

e FACTOID: Where or When or By--Whom

e CAUSAL: What was the cause/result of Event X?

e METHOD: How did X do Y? Or: In what way did X come about?

e PURPOSE: Why was X brought about? Or: What was the reason for doing X?

e WHICH IS TRUE: Here one must select the correct alternative from a number
of statements, e.g. What can a 14 year old girl do?

We apply on each question the keyword-based and the structure-based levels. The answer
checking process matches candidate answers with returned passages. The first run that we
have submitted uses the original AWN while the second run uses the enriched AWN.

Each test receives an evaluation score between 0 and 1 in order to calculate the c@1 measure
(see the description of this measure in Chapter 2, Section 2.2.3.2) and accuracy. As previously
mentioned, the c@1 measure encourages systems to reduce the number of incorrect answers
while maintaining the number of correct ones by leaving some questions unanswered. This
measure is considered as a relaxed form between accuracy and MRR.

Systems receive evaluation scores from two different perspectives: (i) at the question-
answering level: correct answers are counted individually without grouping them; and (ii) at
the reading-test level: figures are given both for each reading test as a whole and for each
separate topic.
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Obtained results also present number of unanswered questions with right and wrong candidate
answers. However, in both runs, we did not consider this possibility in the submitted outputs.
Table 37 and Table 38 present the obtained results in terms of: (i) overall accuracy among the
test set of questions and (ii) overall and detailed c@1 performance.

Table 37. Overall accuracy over the two runs

OVERALL ANSWERED UNANSWERED
RUNS ACCURACY
RIGHT WRONG EMPTY  RIGHT  WRONG
run #1 .
(Original AWN) 8% 12 21 127 - -
run #2 13% 21 49 90 - -

(Enriched AWN)

The overall accuracy reaches 13% with run #2 using the enriched AWN lexical database
which represents an increase of 5% in comparison with the 8% accuracy obtained in run #1
using the original AWN. This confirms the results obtained in the previous evaluation.

Accuracy was calculated over the 160 questions, including the unanswered questions (i.e.,
questions for which our approach does not provide any answer). If we only consider the 75
questions that are mentioned by CLEF as being answerable without any extra knowledge (in
our two runs we did not use such knowledge which also includes the background collection of
CLEF 2012), the accuracy in run #2 becomes 28% which is slightly higher than the 26.76%
accuracy registered in the previous experiments (using the 2,264 CLEF and TREC questions).
This confirms the effectiveness of our approach based on an enriched AWN even in the
context of complex questions (let us recall that factoid questions that are more simple to
answer only represent 22.5% of the used test set).

Table 38. Overall and detailed c@1 over the two runs
c@1 measure

RUNS Overall Topic #1 Topic #2 Topic #3 Topic #4
run #1

(Original AWN) 0.13 0.25 0.18 0.05 0.05
run #} 0.21 0.36 0.19 0.08 0.17

(Enriched AWN)

Regarding the c@1 measure, Table 38 shows the overall of 0.21 for the second run (versus
0.13 for the first run). With respect to this measure, our approach registered a different
performance over the four topics (AIDS, Climate Change, Music and Society, and
Alzheimer's disease). Indeed, from Table 38 the maximum score was obtained for Topic #1
(i.e., AIDS) in the two runs (0.25 in run #1 versus 0.36 in run #2). Moreover, this score is
higher than the mean score (0.32) over all best runs registered in this topic by all the
participating systems for different languages including English.

At reading-test level, our system obtained its best score of c@1 measure when answering
questions belonging to Topic #1 (i.e., AIDS). Figure 25 illustrates a comparison between the
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best c@1 measures obtained in reading-tests over the four topics. Topic #3 is the one for
which lower performance have been reached.

Let us analyze questions for which our system succeeds and those for which it fails, i.e.,
questions belonging to the above topics (i.e. topic #1 and #3). Most of the answered questions
are factoid ones (When, Who, What, etc.). This shows that using Arabic WordNet mapped
with YAGO (which contains high number of Named Entities) has a positive impact on system
performance especially when processing factoid questions.

0,6
0,5
0,4 -
0,3 -
0,2 1
0,1 -

AIDS

Cliamte Change

<)
Music and society | NN
Alzheimer | NI

Figure 25. Best c@1 obtained in reading tests over topics

On the other hand, the questions where the system fails to extract a correct answer fall into
five categories:

Questions that are not factoid such as LIST questions (questions starting with Give a
list of ...) and REASON questions (questions starting with Why ...);

Questions with translation errors. For instance, in reading-test #4 question #4 the
translation of “What is the mechanism by which HIV-positive Brazilians receive free
ARV drugs?” is * w5l sasbiaall 4 pdall deliall glaali el Cpbadl Guli )l slhe Y dlerivall @) ale
flilas 4,534 which is not an understandable Arabic question. This remark can also be
applied on reading-test documents.

Questions not starting with question stopword (such as What, When, etc.). For
example, reading-test #6 question #3 “sFlid) sl L N Clasd) o Lo i3l Ao gSall 57
(According to the Brazilian government, what is one of the main reasons for climate
change?)

Questions with long candidate answers. For instance, questions #3 and #4 in reading-
test #13 “ala U a pe Ala) Hhad (e aids o (Sa 3 S il e W7 (What type of diet may
reduce the risk of Alzheimer's disease?) and “ ol saila 31 (el L3230 il Jlarinly (a2 ¥ 13
fldl 8 clhsa e (Why are feeding tubes not always recommended for Alzheimer's
patients who have difficulties with swallowing?).
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Following, let us discuss the comparison of our approach to the baseline of the competition
and to other systems (for Arabic, English, Dutch, etc.). The baseline has five possibilities
when trying to answer a question: it can select the correct answer to the question, or it can
select one of the four incorrect answers. Then, the overall result of this random baseline is 0.2
(both for accuracy and for c@1). Systems applying a certain kind of processing and reasoning
should be able to outperform this baseline (Pefias et al., 2012).

The c@1 obtained by our approach for run #2 (0.21) using the surface-side (the keyword-
based and structure-based levels) of our approach is higher than the 0.2 of the baseline
system. This allows run #2 to be ranked at the 27™ position in a list of 40 submitted runs. It
outperforms the unique other competitor system for Arabic (its best corresponding run scored
0.19). With respect to the overall results at reading-test level, run #2 was ranked at the 7"
position (out of 40 runs).

According to CLEF 2012 results, the average c@1 among questions that can be answered
without using any extra knowledge is 0.30 (see Table 39). By considering only the total
number of these questions (75), we find out that with run #2 we obtain a c@1 of 0.48 which is

significantly over the mentioned average.
Table 39. Classification according to the knowledge required to answer questions
Source: (Pefias et al., 2012)

Types of question #of questions c@1
NO EXTRA KNOWLEDGE REQUIRED 75 0.30
BACKGROUND KNOWLEDGE REQUIRED 46 0.28
INFERENCE REQUIRED 21 0.20
INFORMATION NEEDS TO BE GATHRED FROM
DIFFERENT SENTENCES or PARAGRAPHS 20 0.27

Table 39 also shows that, unsurprisingly, among the participating systems, the highest
average c@1 was registered in the case of questions that need no extra knowledge to be
answered. The least c@1 average was obtained for questions requiring inference to answer
them. The semantic-based level (the third level of our approach) will help in answering this
kind of questions and, therefore, in improving even more the performance of our Arabic QA
approach. The next chapter describes the research undertaken to consider semantic-based
reasoning on top of the surface-side of our approach (i.e., keyword-based and structure-based
levels).

4.6 Chapter summary

In the first part of the present chapter, we highlighted the main coverage shortcomings in
AWN from both: (i) a theoretical perspective by comparing its content to a representative
Arabic lexicon and to WordNets in other languages, and from (ii) an experience-based
perspective by analyzing the keywords of non extended and non answered Arabic questions
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from the first evaluation presented in Chapter 3. We also explained how these shortcomings
impact the usability of this resource and have been the reasons behind its limited use in
Arabic NLP applications.

In the second part of this chapter, we started from the above analysis to identify the lines of
investigation for the release of an enriched AWN with respect to the needs in the context of
Arabic QA. The targeted contents were: (i) nouns and verbs, as the main common linguistic
categories, (ii) Instances or NEs, as one of the most important types of dynamic information
to link with the AWN resource, taking into account our interest in answering questions from
the Web, where NEs are widely used; also, we are interested in NEs since the injection of
their hypernym is effective in the structure-based level (as shown in the exemple provided in
Chapter 3) especially for factoid questions; and (iii) broken plurals, as a linguistic
characteristic mainly specific to Arabic and widely used in the analyzed test set of CLEF and
TREC questions.

Once identified, we proposed semi-automatic techniques based either on other resources such
as YAGO for NEs, VerbNet and UV for verbs, manually prepared lists for BP or on process-
based methods including MFS for hypernymy/hyponymy enrichement. From a theoritical
perspective, these techniques allowed us to achieve an enrichment of AWN by suggesting
new NEs, verbs and nouns (including BP forms).

The content in terms of NEs represents the best improvement since 433,339 instances were
linked to their corresponding AWN synsets. This number is nearly 38 thousand times more
than the number of NEs in the current release of AWN. Furthermore, a significant amount of
verbs (+122% with respect to the original AWN) was linked to AWN verb synsets. A semi-
automatic extraction of noun hyponyms also allowed extracting new AWN synsets and
associations. As a comparison, the content of the enriched version of AWN exceeds that of
the Spanish WN.

In the third part of this chapter, we were interested in showing from an experiment-based
perspective, the usability of the AWN resource after its enrichment. For a more significant
evaluation, new experiments were conducted by considering two different sets of questions:
(i) the same set of the 2,264 CLEF-TREC questions considered in the first evaluation and that
were analyzed to identfy AWN shortcomings; note that 55% of these questions are factoid
and can be effectively processed by surface-based approaches, and (ii) a set of 160 questions
from the main task of QA4MRE organized in CLEF 2012; the latter set contains a different
distribution of question types with a lower percentage of factoid questions (22.5%) and a
higher number of complex questions requiring deeper approaches rather than surface-based
ones.

Both experiments showed improvement when applying the surface-based levels (keyword-
based and structure-based levels) of our approach after the enrichment of AWN. In the first
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experiment, we obtained an accuracy of approx. 27% while in the second experiment yielded
13% accuracy. The lower performance from the latter is due to the second set containing a
higher number of complex questions requiring semantic and knowledge-based approaches.
Nevertheless, this performance remains promising if we only consider the amount of
questions that can be answered without extra knowledge (75 questions as mentioned by CLEF
organizers). In this case, the accuracy is 28% which is on par with the one registered for the
first set.

Another measure, c@1, allows analyzing the performance in comparison with other systems
for Arabic and other languages. With respect to this measure, the obtained performance was
about 0.21, higher than the baseline performance, and allowed for obtaining an acceptable
ranking among the participating systems.

To conclude this part of the research, it is shown how the surface-based levels can improve
the Arabic PR, especially when the AWN is used with a high coverage of the Modern
Standard Arabic. The need of a semantic-based level is also highlighted for a better
processing of complex questions beyond factoid ones. The next chapter presents the semantic-
based level and a discussion of the performance achieved from its application in Arabic QA.
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Chapter 5
Semantic-based Level

5.1 Introduction

In Chapter 3, we have evaluated the effectiveness of the surface-based levels (i.e., the
keyword-based and structure-based levels) of our PR approach in comparison with a baseline
system (i.e., the Yahoo API) and using the Web content as a target collection. This evaluation
allowed us to confirm the improvement in performance through measuring the number of
answered questions, the accuracy and the MRR. However, the analysis of the obtained results
also revealed the shortcomings of the Arabic WordNet resource in terms of coverage. Then, in
Chapter 4, we proposed an enrichment of AWN based on semi-automatic techniques and
leveraging other resources such as YAGO for NEs, VerbNet and UVI for verbs, etc. The
surface-based levels performed better after this enrichment. This has also been proved by
conducting new experiments using another test-set of questions devoted to the QA4AMRE task.
The QA4MRE evaluation allowed us to make a comparison with systems for other languages
such as English. It highlighted the importance of processing the other types of questions using
semantic-based approaches, beyond the surface-based ones.

In the present Chapter, we focus on (i) implementing the levels of our approach addressing
the semantic-based level with the aim to process the types of questions requiring the
understanding of meaning rather than the comparison of surface elements (i.e., keywords and
structure) and (ii) improving in general the performance of the system. This chapter is
structured as follows: Section 5.2 provides a background related to the approaches based on
similarity at a semantic level. Section 5.3 describes the ontology we have built for the purpose
of semantic-based level reasoning and experiments. Section 5.4 shows the approach we
propose for the representation of questions and passages in CGs and their comparison as well
as its evaluation using two question test-sets. Section 5.5 draws the main conclusions of this
chapter.

5.2 Background

At this point, we turn our attention to ranking passages with respect to their semantic
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similarity to the question, and not simply by surface similarity. Among the approaches used in
this direction, we can cite the work of Hensman (2005). Authors follow two steps: (i) Step 1:
representing the text (question or passages) in term of CGs; and (ii) Step 2: comparing both
representations on the basis of a CG operation (Maximal Joint, Generalization, Projection,
etc.). Let us recall that the generated CGs are directed graphs of nodes that correspond to
concepts, connected by labeled and oriented arcs that represent conceptual relations (Sowa
1983). The CG formalism has the advantage of being close to both natural and computers
languages.

Step 1 is the most challenging in these approaches, involving different resources (WordNet,
VerbNet, WordNet domains, etc.) and NLP tools (morphological analyzer, syntactic parser,
etc.). This step mainly relies on the VerbNet (VN) (Kipper-Schuler 2006) resource. VerbNet
is organized into verb classes extending Levin (1993) classes through refinement and addition
of subclasses to achieve syntactic and semantic coherence among members of a class. By
identifying the syntactic frame that better matches the processed text, it is then possible to use
the semantic frame of the verb as a basis to construct a CG for the text. Figure 26 illustrates
an example provided by Hensman and Dunnion (2004) regarding the use of the different
resources in this step.

{51 {S {(ADVF [RER. Earlier))
XML document :‘-"’_ I_NN_" LISAur})
1 WP (WVBD agraad)
(S (VP (TO ) (VP (VB buy)
—_ = > (NP (NNP Piadmant)]
-_____..‘-v"’"-_ Syntactic (PP (IM for)
Parsing (NP (MNP (D &5) (MMNS dirs))
——"—'_— Semantic roles
T w acquisition

[Piedmant] S THEME
dlrs cash per Share</text> [for 63 dirs a share. ] /ASSET

. . 2
<text> USAir bought Piedmont for 69 ||LJSAi—].-'AGNT buy |

CG translator
w

3 _..I Company: LISAir I

Company @ Piedmaont I

Figure 26. Example illustrating the step of text representation in CGs
Source: Hensman and Dunnion (2004)

This step is performed as follows:

1- Syntactic parsing by (i) Parsing the text and getting its syntactic tree (Figure 26
presents an example of a syntactic tree in a linear form); (ii) Identifying the verb in
the text using a PoS tagger; and (iii) Recognizing the syntactic frame of VN that
better matches the syntactic parsing of the text (parsing performed in Step 1) and
the given verb (identified in Step 2);
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2- Semantic role acquisition from the text with respect to the syntactic frame
identified in step 3 (Figure 26 illustrates that USAir has the role AGNT, Piedmont
has the role THEME, etc.);

3- Translation of text into CG using the semantic frame that corresponds to the
syntactic frame recognized in Step 3;

This part of our research has the objective to evaluate the effectiveness of the semantic-based
level on top of the surface-based levels. In order to implement the semantic-based level, the
approach we adopt is hybrid: (i) it uses the same resources adopted by Hensman (2005), i.e.,
WordNet and VerbNet, for the translation of text into CG and (ii) it is based on the formula of
the semantic similarity proposed by Montes-y-Gomez et al. (2001). Our approach also
proposes some new adaptations specific to the Arabic language. Before moving to details
about the semantic-based level, the next section describes the ontology that we constructed
from AWN and AVN to be used in the two steps of this level.

5.3 Ontology construction

To develop the above two-steps method for the semantic-based level, we have two main
requirements: (i) an ontology containing concepts and relations that can be used to construct
question and passage CGs, and (ii) operations over CGs in the framework of the same
ontology. Let us briefly recall that an ontology presents the knowledge about a domain with
formal definitions about concepts and relations between these concepts (Gruber 1993).

In our work, we took the decision to construct such an ontology since, to our knowledge,
there is no available one. This new ontology, called “AWN-AVN ontology” is mainly built
from: (i) the AWN resource as its design is quite similar to an ontology, and (ii) the AVN
resource as it provides formal representation of verb syntax and semantics. Hence, the design
of our AWN-AVN ontology is structured around these elements as follows:

e Concepts and their hierarchy are extracted from AWN synsets and hyponymy relations
especially QA

e Concepts are assigned lexical information such as synonyms and situations about these
concepts. Situations formalize the syntactic and semantic frames (this part is detailed
later in this chapter) in terms of CGs.

5.3.1 Concepts and hierarchy

Figure 27 illustrates the global design of this AWN-AVN ontology. Note that the AWN-AVN
ontology contains not only static information (concepts, lexicon and situations) but also
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dynamic information, for example NEs i.e., instances (or individuals) such as names of
persons and places that are important to be recognized by applications especially by QA
systems. This is particularly important in the case of factoid questions where the expected
answer is a NE. In the following subsections, we highlight the process performed to populate
our ontology with respect to the above elements.

subTypeOf Arabic Lexicon
Ontology root (AWN hypernymy relation) CAWN. synonyms)
shy
/ ______________ )-b—’
Concept si, f---7~ PRy

Arabic Lexicon

______ L (AWN synonyms)

Concept ws1 , p-----"" T

T oS b s

L

i oy Jls

] === =-==-=-=-========-=- 1

rTTTT CG (sit#1) of B '

Ry & = !

1

1

]

]

|

Figure 27. Design of the AWN-AVN ontology

In Figure 27, boxes with bold lines refer to concepts, while boxes with dashed lines refer to
additional information about concepts. The root is the most general concept of the ontology.
Under this general concept we can find the other concepts extracted from AWN synsets. Each
concept can have hyponym concepts i.e., concepts that are more specialized (their meanings
are more specific). The lexicon (illustrated by tables in Figure 27) is the natural language
counterpart of the concept, i.e., the words that refer to this concept in the considered language
(Arabic in our case). For example the concept “si.” (to see) can be expressed in the Arabic
lexicon by one of the following words: g i i, etc. The concept itself has another
subconcept which is a specialization of “si,”, namely “<&.” (to supervise) expressed in natural
language by:<8, , Jssb i By Ja , etc. According to the different expressions, in natural
language, of the same concept, we can have syntactic-semantic situations extracted from
AVN that can be applied to a given concept: for example, situation where the syntax contains
V+Agent+Patient (for instance, S il <) with a specific meaning, another where the
syntax contains V+Agent+Patient+PP (for instance, Ja & oall il iJ), etc. The
situations are simply use cases of the concept with respect to two perspectives: syntax and
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semantic. Each situation refers to a syntax case together with the corresponding semantic
meaning. These situations are translated into CGs as described in the following section.

5.3.2 CG situations
5.3.2.1 Arabic VerbNet

The Arabic VerbNet resource covers a large number of Arabic verbs exploiting Levin’s
classes (Levin 1993) and the basic development procedure of Kipper-Schuler (2005). The
current version of AVN has 336 classes populating 7,744 verbs and 1,399 frames®. Figure 28
shows an example from AVN related to class raOaY-1 (i.e., s, to see).

Each class contains information about (i) class members (i.e., verbs belonging to the class),
for instance si, (to see), sy (to observe), etc. (ii) themroles and frames that represent
syntactic-semantic situations of its members (for example, V Experiencer Stimulus), and
eventually (iii) its subclasses and sibling classes (in the above example, the subclass is
identified by raOaY-1.1 and there is no Sibling class).

MNMEMBERS

MEMBER(name( s ). root(wsi_. deverbal(23% 750 participled 3 20
MEMBER (name( == root( =) deverbal( il participle (la="577
MENMBER (name (12277, root(laad), deverbal(3ias 505 participle (Jas 400010
THEMROLES

= Experiencer [+animate]
- Stimuaboas [
- Predicate []

FRANES
&N NP NP
EXANPLE M- PrR e
S INTATSD W Experiencer Sthomuluas

SEMNMATNITIC percemve(during(E). Experiencer., Stimnlas)), in reaction tolE. Stiooonbas)
N IWNE NP S

ESANPLE I ' - T L

S INTA S & Experiencer Stimonlos Predicate—+sentential=

SEMNLATTTIC perceredimine(E). Experiencer. Stinmmias)_ in reaction tolBE. Stimmoabas’y

SUBCLASSES
raCOa¥-1_1

SIBLING CLASSES

Figure 28. A snapshot of the AVN class raOaY-1

The top level of each class shows the verbs that are members of the given class. Each verb
member is identified by the verb itself (e.g. <), its root form (e.g. sb), its deverbal form (e.g.
43)) and its participle (e.g. ). Also, the thematic roles and their restrictions are encoded at

! http://ling.uni-konstanz.de/pages/home/mousser/files/Arabic_verbnet.php
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the top level of classes; restrictions are lists of selectional constraints on semantic roles. Some
frames define local restrictions that are specific to the given frame and are combined with the
common restrictions (i.e., those appearing at the top level of a class).

Frames related to a given class are presented with an example sentence (for instance, < i)
i), a syntactic and a semantic structure. The latter structure contains semantic predicates
including arguments and temporal information similarly to that proposed by (Moens and
Steedman 1988).

Subclasses (for instance raOaY-1.1) have a similar structure as the main classes (i.e., raOaY-
1). Obviously, subclasses can also have subclasses in a recursive way. A subclass inherits all
properties of the main class. Therefore, verbs appearing in these subclasses have new
syntactic and semantic frames in addition to those of the main class. On the other hand,
sibling classes are specific to the Arabic language and are detailed in the work proposed by
Mousser (2010). Briefly, a sibling class is created to populate the verbs resulting from
alternations requiring morphological changes.

5.3.2.2 Transformation of AVN frames into CGs

The structure and content of AVN classes is an interesting starting point to enrich the verb
nodes of our ontology using semantic and syntactic information. To achieve this enrichment,
we perform a two-steps technique (Figure 29):

e Step 1: The first step is concerned by the extraction, from AVN, of verbs together with
corresponding frames content. A given verb can appear as member of different classes.
Therefore, we extract the frames from all these classes as well as from their super
classes (considering the principle of frame inheritance).

e Step 2: we generate CGs based on the extracted semantic information and integrate them
in the ontology as situations of each concept (corresponding to the concerned verb

members).
AVN class Internal format
document containing constraints,

Figure 29.

Extracting semantic syntax and semantic

feriuation elements General process for the

semantic extraction

Step 1

CG Generation

Integration in the CG
ontology as situation
B
of the class verbs

Ontology

le =

Step 2
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The aim of step 2 is to generate a global CG which is composed of three subCGs
(depicted in Figure 30): (i) “SyntaxCG” for the syntactic frame that can be applied to a
given verb, (ii) “SemanticCG” for the meaning of the verb by means of themeroles and
predicates, and (iii) “ConstraintCG” for the constraints existing on themeroles used in
the first and second subCGs.

'SemanticCG w Verb)|

|ConstraintCG | SyntaxCG |

Figure 30. Form of the situation CG corresponding to the AVN frame

The global CG is formed around a verb concept linked to the other subCGs through three
ontology relations, respectively “SyntaxOf”, “SemanticOf” and “ConstraintOf” (illustrated in
elliptical shape). Figure 31 illustrates the steps performed to generate the global CG.

- Members (set of verbs belonging to the class) {verbl, verb2, verb3 ..} - {typel, type2, type3 ..} e e,
‘- . G ] 1 L L bl Associate CGs as situations to

Constraints (commeon constraints to the entire class)
.

w3
I.l ."_ ‘\\ _
Frames --——';’\'\"""3“__$ constraintsCG1 SemanticCG1 | @ e I
syntaxi-==z27I0007T N i :
Frame 1 VN> syntaxcal — o
7 GymiaxoD> :
El a " y :
= semanticl-—— -4 SemanticCG1 ;- ]
- . onstraintCe SyntaxCG1
<z "3
5 a
5 ! ;
= = v __ 3 constraintsCG2 SemanticCG2
4= .
= ntax2? =277 \ 5
= S
Frame 2 TTUr - syntaxCG2 - .@

situationCG2

1
semantic2------t-—_____1_ semanticCG2 ConstraintCG2 [SyntaxcG2]

'3
4 - 3 constraintsCG3 SemanticCG 3
Syntax3 ===707 5
— Frame 3 o= SyntaxCG3

Semantic3 ---—-—-- S > SemanticCG3 |ConstraintcG 3 [SyntaxcG 3]

situationCG3

Figure 31. Process of AVN frames transformation into CGs

The step “CG generation” is performed through the following five substeps:
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e Step 2.1: For given verb in AVN, we locate the corresponding concept (i.e., AWN
synset). A verb can be associated with different possible concepts. To disambiguate
these possibilities, we consider the concept having an ontology lexicon that contains the
highest number of verbs sharing the same class of the given verb.

e Step 2.2: For each syntactic frame extracted in stepl, the succession of syntactic
constituents such as Noun Phrases (NP) and Prepositional Phrase (PP) are represented in
the “SyntaxCG” using general concepts (for instance the concept “np” connected
through the ontology relation “followedBy”). Examples of resulting Syntactic CGs are

provided below:
Syntactic CG1:

[np - *c2 ] -
-followedBy->[np : *c3 ],
<-followedBy-[verb : *cl ]

Syntactic CG2:

[np - *c2 ] -
-followedBy->[np : *c3 ]-
followedBy->[np: *c4],
<-followedBy-[verb : *cl ]

e Step 2.3: We construct the subCG “ConstraintCG” from class restrictions (must be
applied to all the verbs of a class) and specific restrictions (those that are specific to
the given frame). The following CG is the “ConstraintCG” generated for the class
illustrated in Figure 28 :

Constraint CG:
[list : "[?c2(animate)]']

As can be noticed, the above CG represents the restriction related to the second
syntactic constituent of Frame 1, i.e., c2 (see Figure 28) which has the themerole
Experiencer and does not consider the restrictions on the other themeroles since they
are not used in the frames of the given class. The resulting CG shows that the
constraint on the concept of type “np” and identified by “c2” in the syntactic CGs
(CG1 and CG2) must be “animate”.

e Step 2.4: The CGs corresponding to the semantic frames are constructed by means of a
semi-automatic process. Let us take the same AVN class illustrated in Figure 28. The
first semantic frame shows two issues:

o During the event related to verbs that are members of the given class, the
syntactic constituent “Experiencer” (i.e., the second NP referenced by “c2” in
SyntaticCG1) perceives the syntactic constituent “Stimulus” (i.e., the third NP
referenced by “c3”);
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o This event is in reaction to the syntactic constituent “Stimulus”.

Hence, the two above issues of the semantic frame are represented in the semantic CG

as follows:

Semantic CG:
[event : *pl ]-
—duringOf->[cg:[perceive:*p2 |-
-experiencerOf->[np : ?c2 ],
-stimulusOf->[np : ?c3 11,
-inReactionTo->[np : ?c3 ]

In the above semantic CG, the references used in the syntactic and constraint CG are
reused for the same constituents in order to make a connection between parts of the
global CG (illustrated in Figure 30). As shown in the semantic CG, the two AVN
predicates “perceive” and “in_reaction_to” are represented differently: the former
becomes the concept “perceive” whereas the latter becomes the relation
“in_reaction_to”. The decision of which representation form should be used (concept or
relation) is made manually. Thereafter, many types of automatic transformation generate
the resulting CG. This was applied to the 146 different predicates contained in AVN as
shown in Table 40.

Table 40. Transformation of AVN predicates into semantic CGs

AVN

No.

predicate Example No. . % transformation
predicates

groups types

group 1 adopt,allow,
attempt,contact 87 60% 1

group 2 free,depend, meet 39 27% 39

group 3 together—_apart , 8 5% 4
harmed-disconfort

group 4 = 3 on 1

Table 40 shows that group 1 is composed of 87 (about 60%) of the available predicates are
mapped using the same semi-automatic algorithm (i.e., process allowing the transformation

of the frames where these predicates appear into CGs). The remaining predicates can be
classified under 3 groups: group 2 contains 39 predicates (about 27%) that are mapped using
39 different algorithms (the manual task in this case is repeated 39 times); group 3 only
concerns 8 predicates with 4 different algorithms (one per predicate pair); finally, group 4
contains 3 other predicates requiring a different algorithm.

Step 2.5: We construct the global CG as explained above (Figure 30).
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e Step 2.6: The resulting global CG is associated with concept extracted after Step 1.1.
The general concept “verb” is substituted in this global CG by each associated concept.
Here are the two CGs corresponding to the two frames of the previous example (class
raOaY-1):

Global CG 1:

[verb - *cl ] -
-syntaxOf->[cg - [np - *c2 ] -
-followedByv->[np - *c3 ],
< -followedBy-[verb: 7cl ]
1.
-constraintOf->[list :"[ 7c2{animate)]" ].
-semanticOf-=[cg - [event : *pl ] -
~duringOf->[cg : [perceive : *p2 ] -
-experiencerOf-=[np - 7c2 ],
-stimulus Of->[np - 7c3 ]
1.
-inReactionTo->[np : 7c3 |

Global CG 2:

[verb - *cl]-
-syntaxOf->[cg : [np - ¥cl ] -
-followedBy-=[np - *c3 ]-HollowedBy-=[np]
<followedBy-[verb : 7cl ]

1.
-constraintOf-=[list -"[?c2(animate), Ted(sentential)]" ],
-semanticOf->[cg : [event : ¥pl ] -
-duringOf->[cg : [perceive : *p | -
-expetiencerOf-=[np : 7c2 ],
-stimutusOf->[np - 73 |

1.
-inReactionTo->[np : 7c3 ]

]

5.4 Implementation and evaluation of the semantic level

The present section details the implementation of the semantic level on the basis of the AWN-
AVN ontology. It shows the adaptations we have made for the needs of processing Arabic
text (questions or passages) with respect to similar approaches. As we previously mentioned,
the used approach considers two main steps: (i) Step 1 which is devoted to represent text (the
guestion and candidate passages) using the CG formalism and (ii) Step 2 that compares each
passage CG with the question CG to measure the semantic similarity between both
representations. Thus, the current section is divided into two subsections describing each step.
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In both subsections, we consider the following question extracted from the 2013 QA4MRE
test-set related to the first topic “Alzhaimer”; “Sclay Ml JiS55 438 25 (oA Glasd)) amsas (e 6 Sl 58 W7
(What is the part of the human body where the formation of plaques occurs?). For this
question, there is a list of five candidate answers (from which our semantic level is asked to
decide the correct one). For instance, the answers given for the above sample question are (the
right answer in the gold standard is underlined and written in italic):

0 (Lungs)

LSy (Shoulders)

/4 (Head)
LY (Hands)
G lee ¢ 5 Y (NoONe of these answers)

Using the surface-based levels and considering the proposed enrichment of AWN, we were
able to extract and rank the passages according to the similarity score based on injection of
QE terms in the Distance Density N-gram Model, let us call it the Surface Similarity (SFSim)
(described in Chapter 3). Table 41 lists the top eight passages with the best SFSim.

As we can see, none of these passages have a SFSim which can allow to consider it for the
extraction of the right answer. The best score was 0.44, since the structure of the question as
well as the keywords used to formulate it are not significantly present in these passages. From
a human perspective, seven of these passages show the right answer (see the sentences written
in bold in Table 41). Now, let us see how our semantic-based approach can be used to
improve the Semantic Similarity (SSim). To achieve this goal, we start by performing the first
step which consists in representing the question and the eight passages in CGs. The first CG is
labelled CG-Q while the CG of a passage P is labelled CG-P; (where 1 is the rank of the
passage in Table 41).

Table 41. Passages retrieved and ranked using the Surface-based levels

Rank Passage Surface Similarity
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Y Al JEY) Lealas e ity 3 4l V) gladll e claggll) Bl gt Baldaall alua) o cpa (A Ll lam ud
138 of g A Lol (3 gl ey o (S 138 5 e Ll Sleall o LA Jaylis (5 5 5 puall (e Riliall Balimall plusal) e iy sl
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5.4.1 Approach at a glance

This section presents the three-steps process used to construct a CG representation from a
given text (a question or a passage text) in order to perform semantic comparison. These steps
are illustrated in Figure 32.

The process contains three steps as shown in Figure 32. These steps are preceded by splitting
the text of the question or the given passage into sentences.
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Figure 32. Representation of text in CG
5.4.1.1 Syntactic dependencies CGs

Each sentence is syntactically parsed using the Stanford parser (Manning and Jurafsky, 2012)
which is an open source syntactic tool for English, Arabic and Chinese. It provides the
parsing tree, the word tags as well as the Typed Dependencies (TD) 2 (see sample TDs in
Table 42).

For example, the pair of words in bold {~, (<} has the relation « pobj ». This means that the
dependant (i.e., ~+>) is a preposition object of the head (i.e., ¢<). The parser also provides the
tag of each word. For instance, the word “~%” has the tag “VVBP” which refers to a “Verb, non-
3rd person singular present” in the present tense, “cs¥V” has the tag “DTNN” which refers to

2 The Stanford typed dependencies representation was designed to provide a simple description of the grammatical
relationships in a sentence that can easily be understood and effectively used by people without linguistic expertise who
want to extract textual relations. The meaning of the tag dependencies adopted by the Stanford Arabic Parser is given in
Appendix C.
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a “Noun, singular or mass with Determiner”, <~ for “Proper noun, plural with
Determiner”, etc.

Table 42. Dependencies provided by the Stanford Arabic Parser applied on the sample

question
dependant head type_dep tag_dependant tag_head
L Root Root VBP

A L iobj PRP VBP
BN L dobj DTNN VBP

oo 32l prep IN DTN
> Y pobj NN IN
olaty FNVEN dep DTNN NN
@A o nsubj WP VBP

ok oty rcmod VBP DTNN

48 A dobj NN VBP
Jsis 4 dep NN NN
il 51 JSis dep DTNNS NN

We are interested in the transformation of these dependencies into subCGs that we call CG-
dep;i (dep; refers to the CG of the dependency i in the parsing result). This transformation
is performed using a rule-based technique similar to the one proposed by Hensman and
Dunnion (2004) and adapted for the Arabic language. Table 45 shows some examples of the
11 rules set (see Appendix B for the full description of these rules) for this purpose. For
example, rule #4 states that if the Gouvernor Tag (GTag) is a tag of a verb (such as VBP) and
the Dependant Tag (DTag) is equal to “NN” and the dependency type returned by the
Stanford parser is “dobj” (Direct object), then two cases occur:

e The dependent tag is neither “NNP” nor “NNPS”: in this case the conceptual graph of
the dendency is constructed following the pattern:

CG-dep = [cg : [Conc(G)]<-0bjOf-[ Conc(D)] 1]

e The dependent tag is “NNP” or “NNPS”: in this case the dependent is tagged by the
Stanford parser as a singular or plural proper noun respectively, therefore, we follow
the pattern:

CG-dep = [cg : [SupConc(D) : D]<-objOf-[ Conc(G)] 1
Where Conc(G)is the concept related to the word having the role “Gouvernor”,
Conc(G)is the concept related to the word having the role “Dependant” and
SupConc(D)is the super concept of the NE corresponding to the dependant in the
AWN-AVN ontology. Let us recall that almost all NEs were extracted from YAGO
(see Chapter 4).
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The concepts related to a word are matched using its morphological analysis® that has the
same PoS tag provided by the Stanford parser. For instance, the CG related to TD;1 in Table
43 has the pattern:

CG-dep11 = [Conc(Jusus) |<-attributeOf-[Conc(o st i1 )]

Where Conc(J<suis) is the concept “alae) id380” and Conc(wlxo gl I1) does not
match any concept in the ontology. In this case, we set Conc(olxus ) 1) to “a” which
is the general concept of all nouns in the ontology. The real CG becomes:

CG-depi; = [2=) id380]<-attributeOf-[~~']

Table 43. Rule-based subCG generation applied on the sample question

ID dep dependant head type_dep tag_dependant tag_head Applied rule

1 Lo Root Root VBP None

2 92 Lo iobj PRP VBP None
Rule #4

3 s Lo dobj DTNN VBP CG-dep = [Conc(L.)]<-objOFf-[
Conc(:3>11)]

. X Rule #9

4 O e prep IN DTNN CG-dep = [prep : *pi "o "]

5 > O pobj NN IN None
Rule #3

6 o Lusy | " dep DTNN NN CG-dep = [Conc(puz)]<-

attributeOf-[ Conc(ylusyi)]

Rule #5
CG-dep = [Conc(siJ1)]<-

7 ey NS nsubj wp VBP agentOf-[ Conc(ain)]

Rule #10

CG-dep = [Conc(s~)]-
8 pi Olwsy ! remod VBP DTNN  attributeOf->[cg :

Conc(ylwsy )]

Rule #4
CG-dep = [Conc(e5)]<-0bjOof-[

9 A i dobj NN VBP Conc(ern]

Rule #6
CG-dep = [Conc(w—3)]<-is-[

10 Josias 4 s dep NN NN Conc(ircan]

Rule #3

11 S Ly gt JoaSins dep DTNNS NN CG-dep = [Conc(.czs)]<-

attributeOf-[ Conc(oixoiii)]

5.4.1.2 CG unification

Once all the CG-dep; are constructed, we need a unification of these CGs to generate a
unique CG representing the given sentence. For this purpose, a “Join” operation over these

% Can be downloaded from http://sourceforge.net/projects/alkhalil/
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CGs is processed. To show an example of the result provided by this CG operation, let us take two
sample CGs*:

CGegl
[Drive] -
-obj->[Car],
—agnt->[Human :{Bob, Andre}]
CGcg?
[Drive] -

-manr->[Fast],

—agnt->[Boy :{Bcb, Jchn, Sam}]

The result of the “GetMaximalJoin” operation between cgl and cg2 is the following CG:

[Driwve] —
—obj—->[Ccar],
—agnt—->[Boy :Bob],

—manr—>[Fast]

The resulting CG is the union of the two CGs and is composed of: (i) the subgraph that is
common to cgl and cg2 on matched concepts (i.e., concepts Car and also Human since it is a
generalization of the concept Boy), (ii) a copy of parts that are specific to cgl (none in this
case), and (ii) a copy of parts that are specific to cg2 (i.e., -manr->[Fast] in this case).

Once the unification step is performed, we have now a unified CG ( CG-dep-unified
(Q) and CG-dep-uniftied(S) in figure 32) for the question and unified CGs for each
sentence in the candidate passages. The next section details the used semantic similarity score
and the adaptations introduced.

5.4.1.3 Semantic similarity score

The comparison between the CG of the question CG-dep-unified(Q) and that of each
sentence in candidate passages CG-dep-unified(S) is based on the measure of the
semantic similarity using the formula proposed by Montes-y-Gomez et al. (2001) considering
some adaptations. Therefore, in order to compare two CGs, we need to identify the concepts
and the relations that are common among these two CGs. These concepts and relations appear
in the result of the generalization of the two CGs. Hence, before measuring this semantic

* Example from the Amine Platform Web Site: http://amine-platform.sourceforge.net/
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similarity, we perform the Generalization operation between CG-dep-unified(Q) and CG-
dep-unified(S) to get the generalized CG G-

To measure the similarity between two CGs, say CG-Q and CG-P, we first calculate the
Conceptual Similarity (Sc) and Relational Similarity (Sy) between each graph to the
generalized graph G¢, and, second, we calculate the overall similarity between CG-Q and CG-
P based on these two similarities. The formula of Sc and S, are analogous to the well-
known Dice coefficient (Montes-y-Gémez et al. 2001):

¢ - 217((}(,)
N n(G,)+n(G,)

Where n(Gc)is the number of concepts in the graph G_ In our case G;=CG-Q and
G,=CG-P. This conceptual similarity ranges from 0 if n(Gc)=0 and 1 if n(Gy) =
n(Gz)-

As for the S, similarity, it calculates the degree of connection between concepts nodes in the
generalized CG (G¢) and the degree of connection between the same concepts in the original
CGs (i.e., CG-Q and CG-P). This similarity is calculated through the formula:

2m(G.,)

T mg (G))+ me (G,)

I

Where m(Gc) is the number of relational nodes in the generalized CG, and mgc (G1) is the
number of the relational nodes in the immediate neighborhood of the graph G in the graph
Gi (i.e.,, G1=CG-Q or G2=CG-P) which is the subgraph of Gi directly linked to a concept
from G-

The combined semantic similarity (i.e., the combination of both the conceptual and the
relational similarities) is then calculated using the formula:

S= S x S¢

Montes-y-Gomez et al. (2001) proposed a modified version of this formula to give more
importance to the conceptual similarity at the expense of the relational one. In our
implementation, we consider another type of adaptation for the combined semantic similarity.
The objective behind this adaptation is the introduction of the factor that we call Typed
Dependencies-based Rule Confidence (TDRC). This factor is based on the idea that each of
the 11 rules previously used to construct the CG-Q(dep) and CG-P(dep) is assigned a

Rule Confidence (RC). This is set starting from the confidence of the syntactic parsing for
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Arabic text as observed in the training questions (i.e., the 2012 QA4MRE questions that
allowed us to deduce these rules). Thus, the confidences are given in Table 44.

As we can see, Table 44 provides a sorted list of the previously described rules according to
the assigned confidence. There are 8 rules (out of 11) that have a confidence higher than 0.9,
the remaining rules have lower confidences (0.833, 0.750 and 0.667 respectively).

Table 44. Confidences assigned to typed dependencies-based rules

Rule TD Condition Coni?égnce
Rule #10 “dependency-type={prep}” 0.990
Rule #3 “GTag ={NN} and DTag ={DTNN,DTNNS}” 0.986
Rule #11 “dependency-type={rcmod} and DTag={V*}” 0.974
Rule #4 tggzgdgg}j } and DTag ={NN} and dependency- 0.973
Rule #9 “DTag ={JJ } and dependency-type={amod}”’ 0.971
Rule #8 “DTag ={CD }” 0.970
Rule #1 “GTag=JJ and DTag=NN” 0.941
Rule #6 “GTag ={NN } and DTag ={NN}” 0.917
Rule #7 “GTag ={CD }” 0.833
Rule #5 ;GTag ={Vv* z and dependency-type={i10bj, nsubj, 0.750

ep, xcomp}
Rule #2  “GTag ={NN,NNS} and DTag ={NNP,NNPS}” 0.667

Since a unified CG-Qu(dep) or a CG-Pu(dep) is constructed from many typed
dependencies-based rules, we set the TDRC factor of the unified CG-dep as the average of the
TDRC of each CG-depi. The latter is calculated using the fomula:

TDRC(CG-depi) = RC(r)*CC

Where CG-dep; is the CG constructed from a TD i using the rule r that has the
confidence RC; CC is a concept confidence factor which is equal to:

CC = 1-(Nc * 0.1 7/ N)

Where N is the number of concepts used to represent the CG-dep; and Nc is the number
of “~” (noun) and “J=&" (verb) concepts (fictive concepts) that we used in this CG, replacing
the unmatched concepts in the ontology (i.e., when there is no concept matching the given
head or dependent word in the typed dependency). This confidence ranges from 0.9 (in case
the two concepts are fictive, i.e., Nc=2) to 1 (in case the two concepts are successfully
matched in the ontology, i.e., N.=0). The overall Semantic Similarity (SSim) is, therefore,
expressed as follows:

SSim(CG) = S x Avg(TDRCgepi)
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Where Avg(TDRCyepi ) is the average TDRC among the graphs CG-depi; -
5.4.2 Experiments

5.4.2.1 QAAMRE@2013 test-set

A) Questions

The present section is devoted to the presentation of the obtained results after applying the
semantic-based level described above on a test-set of questions with a challenging complexity
requiring this kind of semantic processing. Let us recall that the surface-based levels were
evaluated using two test-sets: (i) the CLEF-TREC 1999-2008 questions containing 2,264
questions among which a large number are factoid questions, and (ii) the QA4AMRE test-set
edition 2012 that contains 160 questions with a more challenging complexity for surface-
based approaches. Thus, we used the latter test-set as training set to design the rule-based CG
construction. In order to conduct significant experiments for the semantic-based level, we
adopted a similar test-set, i.e., the 2013 version of the QA4MRE test-set that contains 284.

As in the 2012 campaign, the task focuses on the reading of single documents and the
identification of the answers to a set of questions about information that is stated or implied in
the text. Questions are in the form of multiple choice, where a significant portion of questions
have no correct answer among the given alternatives proposed. While the principal answer is
to be found among the facts contained in the test documents provided, systems may use
knowledge from additional given texts (the ‘Background Corpus’) to assist them with
answering the questions. In our experiments, we did not consider such background corpus.
Some questions also test a system's ability to understand certain propositional aspects of
meaning such as modality and negation. Such aspects are not considered in our semantic-
based level. Figure 33 illustrates the distribution of questions among the considered topics.
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Figure 33. Distribution of the QAAMRE@2013 questions over topics
132



Similarly to the 2012 test-set, the 2013 set is composed of 4 topics, namely “Aids”, “Climate
change” and “Music and Society” and “Alzheimer”. Each topic will include 4 reading tests.
Each reading test will consist of one single document, with at least 15 questions and a set of
five choices per question. There are 44 auxiliary questions that are duplicates of the main
questions, but without required inference, allowing to test the ability of systems to use
inference and its impact on the question treatment.

B) Results

For each question in the test-set, we perform the surface-based level. From the set of the
resulting passages we extract a subset of 15 passages that are assigned the best surface
similarity score. Thereafter, we perform, either for the question and the considered passages,
the two steps of the semantic-based level, i.e., representing text in CG and comparing the CG-
Q with CG-P.

B.1) Surface-based evaluation

The considered questions contain on average 9 words. The keyword-based level tries the
generation of new related terms for each word based on the QE process relying on the AWN
semantic relations. In this experiment, we also considered the new content after the AWN
enrichment proposed in Chapter 4. The process generates an average of 14 new terms for each
word. This allowed the extension of 234 questions (i.e., 82.39% of the overall test-set). After
performing the structure-based level, the surface similarity score allowed ranking the passages
to have the best 15 passages. The five possible answers for the question are then validated
against the first five passages. Table 45 shows these results.

Table 45. Results of the surface-based evaluation for the 2013 QA4MRE test-set

Number Percent. Remark

Questions 284 -
Questions Extended by extended AWN 234 82.39% out of 284
Avg words extended 2
Avg new words generated by question 102 -
Questions ANSWERED by Surface-based
level 164 57.75% out of 284
Questions UNANSWERED by Surface-based
level 120 42_.25% out of 284
Questions Correctly ANSWERED 21 7.39% out of 284

" 12.80% out of 164
c@1 0.11

As we can see, only 12.8% of the answered questions are correctly answered. If we also
consider the unanswered questions, this percentage decreases to 7.39%. The obtained c@1
measure is around 0.11. These results show the limits of the surface-based regarding the
processing of non-factoid questions. Indeed, the used test-set only contains 15 factoid
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questions. Another challenging point is the fact that 217 of the 284 questions (76.4%) have a
multi-word answer according the goldstandard. This may have an impact on the answer
validation step. On the other hand, the correctly answered questions have a quite similar
distribution over the four considered topics as illustrated in Figure 34.
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Figure 34. Correctly answered questions over topics

The runs figure out that among the 2,388 extracted passages (there are many questions for
which we could not extract 15 passages as expected before experiments), only 9 were
assigned a surface similarity score over 0.9, 60 were assigned a similarity higher than 0.7 as
shown in Figure 35.
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Figure 35. Distribution of the obtained Surface Similarity Score

This shows the huge difference between questions and passages in terms of keywords and
structure which is challenging for a surface-based approach. The adoption of a semantic-based
level as previously described in this chapter has the aim to overcome such challenges. The
results obtained are described and discussed in the following section.

B.2) Semantic-based evaluation

For each question, we extract the best 15 passages according to the surface similarity score
(for 35% of the questions we could not extract more than 8 passages, the average of the
extracted passages per question is 10).
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We performed syntactic parsing by means of the Stanford parser for the set of 284 questions
and their corresponding 2,734 passages. The parsing of the passages was preceded by splitting
them into phrases in order to increase the accuracy of parsing. The statistics of the questions
and passages that were matched by our typed dependencies rules are listed and illustrated

below.

Table 46 shows the high coverage of the Stanford parser that allowed getting parsing
solutions for around 98.6% of the questions and 83.1% of the passages. For the remaining
guestions and passages, the parser could not process the text due mainly to the limit reached
in terms of text length despite the splitting of passages into phrases.

Table 46. Applied typed dependencies rules for questions and passages

Questions (Q)

Passages (P)

Number % Number %
Set 284 - 2,734 -
- Q or P matching rules 280 98 .59% 2,272 83.10%
Typed Dependencies (TD) 2,632 - 25,008 -
- TDs matching rules 1,473 55.97% 15,156 60.60%
-> Rule #1 69 4.68% 6,471 42 _70%
-> Rule #2 152 10.32% 14,229 93.88%
-> Rule #3 222 15.07% 7,786 51.37%
-> Rule #4 196 13.31% 7,734 51.03%
-> Rule #5 255 17.31% 14,274 94.18%
-> Rule #6 174 11.81% 7,215 47 .60%
-> Rule #7 9 0.61% 355 2.34%
-> Rule #8 40 2.72% 1,837 12.12%
-> Rule #9 72 4_89% 7,346 48 _47%
-> Rule #10 222 15.07% 12,357 81.53%
-> Rule #11 62 4.21% 3,432 22.64%
- Rules overlap rate 8.76%

Figure 37. Distribution of passages’
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For both questions and passages, all the 11 rules were applied at least once. As illustrated in
Figure 36 and Figure 37, the most applied one is Rule #5 in both sets (17.31% of the matched
TD in question and 94.18% in passages). The ranking of 4 rules (Rule #1, Rule #7, Rule #38
and Rule #11) is also the same in both sets. Note that for around 5% of question TD and 43%
of question TD, more than one rule was applied for the same TD. This is due to the fact that in
some cases, the two rule conditions match the given TD. This mainly concerns Rule 1# and
Rule #9. To match words (dependent and governor words) with their corresponding concepts,
the morphological analysis of the 2,734 extracted passages provided 600,399 possible
solutions. The distribution of these solutions over PoS (64.6% are nouns and 32.9% are verbs)
is quite similar to the one registered in the questions. The number of distinct stems in these
solutions is 4,306. The matching process recognized 322 question stems in the Arabic
VerbNet resource and 1,252 stems in the corresponding passages. The details of this matching
are presented in Table 47.

Table 47. Cross resource matching statistics — AVN matching

Questions Passages
Number % Number %
Distinct stems 873 - 4,306 -
Matched in AVN 322 37% 1,252 29%
-> verb-matching 139 43% 511 41%
-> deverbal-matching 147 46% 547 44%
-> participle-matching 36 11% 194 15%

Around 43% of the recognized stems in the questions were matched using the verb-matching,
46% approx. using the deverbal-matching and only 11% using the participle-matching. As for
passages, there is a number of 1,252 matched stems which is lower in percentage (29%) than
that registered for questions (37%). Nevertheless, the distribution of this number over the
different types of matching is quite similar (41% using verb-matching, 44% using deverbal-
matching and 15% using participle-matching).

The second part of the matched words were recognized using the AWN content in our
ontology. This consists of considering the Standard and Enriched versions of AWN as shown
and illustrated in Table 48 and Figure 38.

Table 48. Cross resource matching statistics — AWN matching using
Standard and Enriched versions

Covered by AWN

No Distinct Stems Standard AWN % Enriched AWN %
Questions 873 399 45 _.70% 568 65.06%
Passages 4,308 1,559 36.19% 2324 53.95%
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Figure 38. Comparison between stem coverage in Standard and Enriched AWN

The Standard AWN covers around 46% of the question stems and 36% of passage stems. This
percentage is even better with the version of AWN that were enriched by nouns (including
Broken Plurals), verbs and NEs (the description of this enrichment is provided in Chapter 4)
reaching 65% of question stems and roughly 54% for passages. This shows the effectiveness
of enriching this resource, not only for QE as shown in the evaluation presented in Chapter 4,
but also for the application of the different steps of our semantic-based approach.

B.3) Three-levels performance

After representing the question and candidate passages in terms of CGs, we performed the
semantic similarity score proposed by Montes-y-Gémez et al. (2001) between both CGs.
Thereafter, we measure the performance of the system using the surface-based approach
described in Chapter 3 and, then, after using the semantic approach based on this semantic
similarity. Table 49 and Table 50 display the obtained results.

As we can see, the semantic-based approach that uses the CG representation (constructed
through the built ontology) improves the performance in terms of the percentage of correctly
answered questions from 7.39% of the 284 questions to 16.2%.

Another aspect that deserves to be mentioned is the high percentage of questions that were
given an answer by the system (77.11% versus 57.75%). The improvement was also
registered regarding the c@1 measure which penalizes systems providing wrong answers. The
semantic-based approach obtained 0.20 c@1 (versus 0.11 with the surface-based approach).
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Table 49. System performance using the surface-based levels on CLEF 2013

Number Percent. / Accuracy Remark
Questions 284 -
Questions ANSWERED by IDRAAQ (based
on AWN) 164 57.75% out of 284
Questions UNANSWERED by IDRAAQ
(based on AWN) 120 42.25% out of 284
0

Questions Correctly ANSWERED 21 7.39% out of 284

12.80% out of 164
c@l 0,11 - )

Table 50. System performance using also the semantic-based level on CLEF 2013

Number Percent. / Accuracy Remark
Questions 284 -
Questions ANSWERED by IDRAAQ (based on
AWN) 219 77.11% out of 284
Questions UNANSWERED by IDRAAQ (based
on AWN) 65 22.89% out of 284
0

Questions Correctly ANSWERED 46 $5-20% out of 284

21.00% out of 219
c@1 0.20 - -

5.4.2.2 TREC and CLEF 1999-2008 test-set

We conducted the same experiment using the first set of questions described in Chapter 3 and
Chapter 4. This set contains 2,264 CLEF and TREC questions from various editions (1999 to
2008). Table 51 recalls the results of the surface-based levels.

Table 51. System performance using the surface-based levels on CLEF-TREC 1999-2008

PR using the Keyword-based and Structure-based levels

ystenm Original AWN Enriched AWN
Accuracy 9.66% 17.49% 26.76%
MRR 3.41 7.98 11.58
Nr. AQ 20.27% 23.15% 35.94%

After performing the semantic level, the system was able to correctly answer around 38% of
the questions versus approx. 36% answered with the surface-based levels with respect to the
enriched version of AWN. The details of this performance is given in Table 52.
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Table 52. System performance using also the semantic-based level on CLEF-TREC 1999-2008

Numbe Percent. /
r Accuracy Remark
Questions 2,264 -
0 out of
Questions ANSWERED by IDRAAQ (based on AWN) 1,489 65.77% 2264
Questions UNANSWERED by IDRAAQ (based on . out of
AWN) 775 34.23% 2264
861 38.-03% =
Questions Correctly ANSWERED
57.82% out of
) 1489
c@1 0.51 - -

The main gain was in terms of c@1 which is significantly improved from 0.2 in the previous
test-set to 0.51 in the CLEF-TREC 1999-2008 test-set. This can be explained by two facts:

e The current test-set contains factoid questions that are simpler to process than the
complex questions contained in the CLEF 2013 test-set;

e The Web passages used in this experiment are smaller in size than the passages used in
the previous test-set, so the syntactic parsing is more accurate in this case and helps in
generating precise CGs;

e The CLEF-TREC 1999-2008 test-set is the set used to analyze AWN shortcomings
and to enrich this resource. The new content added in AWN better matches the words
existing in this test-set and, therefore, CGs are constructed with concrete concepts
instead of fictive ones (i.e., ~ and J-3). This avoid us to introduce the concept
confidence which decreases the semantic similarity (see Section 5.4.1.3).

5.4.2.3 Comparison with Arabic QA systems

In terms of c@1, our three-levels approach performs better than existing systems, such as the
one proposed by Trigui et al. (2012)° that was designed for factoid questions and shallow
Arabic QA. This system obtained a 0.19 c@1 in the QA4MRE 2012 edition that is under the
performance that we obtained: 0.20 obtained with the QA4MRE 2013, 0.21 with the
QA4MRE 2012 and 0.51 with the CLEF-TREC 1999-2008 testset containing a higher
percentage of factoid questions.

% The only system that used the same test-set, i.e., CLEF. For the other Arabic QA systems, experiments were conducted
using a specific and small question test-set that cannot be representative for such evaluation.

139



5.5 Chapter summary

In this chapter, the semantic-based level was implemented on top of the surface-based level in
order to address the shortcomings registered in the experiments when processing complex
questions. Thus, we constructed a new ontology from the AWN and AVN resources with the
aim to support the semantic-based level. Indeed, in this level (i) we construct the conceptual
graph of both the question and the candidate passages and (ii) we rank these passages
according to the semantic similarity score calculated between CGs.

The construction of CGs follows the syntactic-based technique relying on a set of typed
dependencies rules that we designed for the Arabic language starting from a training test-set
of questions (i.e., CLEF QA4MRE 2013 test-set) and using the syntactic parsing provided by
the Stanford parser.

The semantic similarity score is based on the formula proposed by Montes-y-Gémez (2001)
with the introduction of a TDRC confidence composed of two factors: (i) the RC factor that
considers the confidence of a given rule as observed in the training test-set, and (ii) the CC
factor that introduces the concept confidence, i.e., the confidence of the CG is decreased when
it is constructed using fictive concepts instead of real concepts matched in the AWN-AVN
ontology.

In order to show the effectiveness of this semantic-based level, two experiments were
conducted using different sets of questions:

e The CLEF 2013 test-set that contains complex types of questions and just a few
number of factoid questions (22%). The answers are searched in the document
collection provided by the QA4AMRE workshop.

e The CLEF-TREC 1999-2008 test-set that have a large representativeness in terms
of size and for which the answer is searched in the Web as a target collection. This
allows for testing the semantic-level with real-world text.

The results obtained for both test-sets show an improvement of system performance in terms
of the number of answered questions (+8.81% improvement in the CLEF 2013 test-set and
+2.09% in the CLEF-TREC 1999-2008 test-set in comparison to the performance with the
surface-based levels).

With respect to these experiments, the system provides answers to a high number of questions
(65.77% and 77.11% respectively). However, the obtained c@1 measure (which penalizes
systems providing wrong answers) is higher with the CLEF-TREC 1999-2008 test-set (0.51)
than the CLEF 2013 test-set (0.2).
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The performance of the three-levels approach proposed in this research is better with the
factoid questions represented by the CLEF-TREC 1999-2008 test-set, with 38.03% of
correctly answered questions (versus 16.20% in the CLEF 2013 test-set containing complex
questions).

Finally, we can conclude that the three-level approach which is an hybrid combination of the
surface and deeper approaches allows for obtaining a better performance than the baseline
system. Indeed, the percentage of correctly answered questions registered a gain of +17.76%,
moving from 20.27% using the baseline system to 38.03% using the three-level approach.
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Chapter 6

The IDRAAQ system as an integrated application
In SAFAR Platform

6.1 Introduction

In Chapters 3, 4 and 5, we have proposed and evaluated a new hybrid approach for effective
passage retrieval in the context of Arabic QA. This approach combines the advantages of the
surface-based techniques that provide better results with factoid questions and deeper tech-
niques with semantic-based processing over questions and passages. The keyword-based, the
structure-based and the semantic-based levels of our approach make use of different and het-
erogeneous resources and NLP tools. The integration of this material in an Arabic QA system
or other sophisticated applications requires a suitable architecture and platform to reduce the
complexity of use and to optimize the response time.

In this chapter, we propose a new Arabic QA system called “IDRAAQ” which is constructed
on top of an integrated Arabic NLP platform. The objective behind this work is discussing
four important issues that can affect such a project: (i) the importance of using an integrated
NLP platform to reduce the complexity and time for developers since we need to use different
NLP components for third parties, (ii) the impact of system architecture on the overall per-
formance, especially the response time, (iii) the possibility of analyzing results considering an
integrated environment and (iv) the contribution in further Arabic QA research or similar ap-
plications by providing IDRAAQ separate modules to the research community.

This chapter is structured as follows. Section 6.2 introduces the integrated NLP platforms and
their main objectives as well as their support for the Arabic language. Section 6.3 presents the
SAFAR platform used in this work. Section 6.4 details the proposed architecture of the
IDRAAQ system as part of SAFAR platform and shows how the developed and separate
modules of IDRAAQ can be later constituents of similar applications.

6.2 Background

In the context of NLP in general and Arabic NLP in particular, the following issues can be
mentioned as example of trends that can help researchers in the development of more sophis-
ticated applications:

e Unification of researchers effort in the different NLP communities;
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e Development and making available of open source NLP programs and allowing the
reuse of already programmed modules;

e Standardization of information representation formalisms for a better sharing of re-
sources;

e Benchmarking systems following the evaluation campaigns guidelines, test-sets and
measures.

6.2.1 Examples of NLP platforms

Following the above trends, there have been many propositions of integrated platforms for
NLP developers. In the next sub sections, we briefly describe examples that are reported by
(Ezzeldin and Shaheen 2012) as being usable for QA systems.

6.2.1.1 GATE

The General Architecture for Text Engineering (GATE)* project started in 1995 at the Uni-
versity of Sheffield with the proposition of a suite of developed java tools. This platform pre-
sents the advantage of handling various languages, including English, Spanish, Chinese, Ara-
bic, Bulgarian, French, German, Hindi, Italian, Cebuano, Romanian and Russian. It also pro-
vides preprocessing tools for many document formats (such as TXT, HTML, XML, DOC,
PDF) and databases.

GATE as a platform includes an information extraction system called ANNIE (A Nearly-New
Information Extraction System) having the form of set of modules for English comprising: a
tokenizer, a gazetteer, a sentence splitter, a PoS tagger, a named entities transducer and a co-
reference tagger. The GATE platform also provides plugins for machine learning with Weka,
RASP, MAXENT, SVM Light, and a fast LibSVM integration.

Regarding its use for the development of QA systems, GATE offers an implementation that
can help in the querying of the Princeton WordNet lexical database as well as various search
engines such as Google, Yahoo and Lucene.

6.2.1.2 Open NLP

Apache OpenNLP? is a machine learning based library for the processing of natural language
text that supports many NLP tasks like tokenization, sentence segmentation, PoS tagging,
NER, chunking, parsing, maximum entropy, perceptron based machine learning, and co-
reference resolution.

! GATE Official Website: http:/gate.ac.uk
2 OpenNLP Official Website: http://opennlp.apache.org
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OpenNLP consists in the proposition of many modules: Sentence Detector, Tokenizer, NER
module, Document Categorizer, PoS Tagger, Chunker, Parser, Co-reference Resolution mod-
ule, Corpora processor, Machine Learning (Maximum Entropy) module.

6.2.1.3 Stanford NLP Toolkit

The Stanford NLP Toolkit® is a group of libraries that cover the most common tasks of NLP,
especially those needed by the QA task. Among the libraries included in Stanford NLP
Toolkit:
e Stanford Parser implementing probabilistic natural language parsers, a PCFG and
dependency parsers, and a lexicalized PCFG parser;
e Stanford PoS Tagger which is a maximum-entropy PoS tagger for English, Arabic,
Chinese, French, and German;
o Stanford NE Recognizer which is a CRF sequence model with a list of features for
NER in English and German;
e Stanford Word Segmenter which is a CRF-based word segmenter also supporting
Arabic and Chinese;
o Stanford Classifier which is a machine learning classifier for text categorization, a
maximum entropy and multi-class logistic regression model;
e Phrasal: a phrase-based machine translation system.

6.2.1.4 NooJ Platform

NooJ* is a freeware linguistic engineering development environment. It can process various
text formats with the ability to annotation using the XML language. This platform also uses
PERL-type regular expressions, NooJ regular expressions and NooJ grammars so that any
morphological, lexical, syntactic or semantic information annotated in the text can be used
inside NooJ expressions and grammars. NooJ provides a module (i.e., the Context-Free
Grammars that are Recursive Transition Networks) that can help developers or users to rec-
ognize and annotate certain sequences of texts.

NooJ features some Arabic language resources. These resources are a sample text, a diction-
ary of 10,000+ verbs, their inflection in the form of a NooJ inflectional grammar, and a group
of morphological grammars for verb prefixes and suffixes. Brini et al. (2009) used these plat-
form grammars in the development of the Arabic QA system called “QASAL”.

6.2.2 Support of Arabic QA

As we have seen in the previous chapters, the development and evaluation of a QA system
involves various NLP components (resources and tools). The usability of an integrated NLP

® StanfordNLLP Group Official Website: http://nlp.stanford.edu/software/index.shtml
* NooJ Official Website: http://www.nooj4nlp.net
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platform for such a development can be studied according to many criterion. The main crite-
rion is the ability of the platform to support various and complicated pipelines of processing.
Let us recall here that in the framework of our research, we adopted the general pipeline of a
QA system architecture that is composed of three QA modules (Question Analysis and Classi-
fication, Passage Retrieval and Answer Extraction and Validation). In addition, we proposed a
three-level approach in the context of the PR module. Such a complex architecture is hardly
supported by the above-described platforms.

Another criterion that might be studied is the ability of these platforms to support the different
particularities of the Arabic language. As we have seen, there are many existing NLP compo-
nents that were useful for the development of our three-level approach for Arabic PR, starting
by the QE process based on AWN, the DDN model implementation in the JIRS system and
ending by the syntactic and semantic processing of questions and passages relying on the
Stanford parser and the built AWN-AVN ontology. The integration of these components in
the existing NLP platforms requires much efforts in the case of NooJ (already used for Arabic
QA) since it is written in .NET and most of those components are written in java.

The architecture of GATE, OpenNLP and the Stanford NLP toolkit does not provide clear
services that can be directly used by Arabic QA researchers. For example, to use the Stanford
parser in our system, we dedicated much time for adapting the output of its processes in order
to be passed to the other modules of our approach despite the parser and our program are both
written in java. Furthermore, we were obliged to optimize the loading of the grammar used by
this parser to have an acceptable response time when processing large number of sentences in
the context of the conducted experiments.

In addition, there is a problem of high dependency between processes and resources that
makes these platforms less flexible to support the development of an Arabic QA system with
the involvement of different resources and tools.

6.3 SAFAR platform project

Due to the limitations presented above regarding the use of existing NLP platforms, a new
research project has been initiated in 2012 to come up with an integrated Arabic NLP plat-
form called “SAFAR” (Software Architecture For Arabic language pRocessing)® that has the
following main objectives:
e to integrate resources and tools available in the community of Arabic NLP;
e to help developers of Arabic-oriented applications by reducing the time and efforts
needed to learn and use existing NLP components;

> In the Arabic language, the word « SAFAR » refers to « a long travel » which is the suitable description of such
long way project. This project is conducted by the Ibtikarat team in the Mohammadia School of Engineers, Uni-
versity Mohamed V Rabat, Morocco.
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e to facilitate the evaluation and benchmarking process, especially for applications de-
signed around a complex architecture such as QA systems;

e to consolidate the separate works conducted in a given Arabic NLP field;

¢ to guide the standardization of resource presentation and tools outputs.

To be able to achieve the above objectives, SAFAR is initiated as a modular platform provid-
ing an integrated development environment (Souteh and Bouzoubaa 2011). It includes various
layers as depicted in Figure 39.
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Figure 39. General architecture of SAFAR
Source: (Souteh and Bouzoubaa, 2011)

The architecture of SAFAR clearly defines the main layers needed in any Arabic NLP project.
The core of this platform is constituted by the Basic Services Layer (BSL) containing the
basic tasks of NLP such as morphology analysis, syntactic parsing, semantic processing, etc.
In addition to this layer, resources such as lexicon, WordNets and corpora can be called from
the Resource Services Layer (RSL).

Regarding the other layers proposed by SAFAR, we can cite: (i) the Tools Layer (TL) con-
taining the different language independent material facilitating for example statistics, evalua-
tion and benchmarking, (ii) the Client Application Layer (CAL) offering the different inter-
faces that can be used either by humans (e.g. demos, mobile interfaces, etc.) or machines (e.g.
Web services, EDI and file exchange, etc.), and (iii) the Applications Layer (AL) which is the
repository of Arabic NLP applications that are and will be developed by the research commu-
nity using the other layers of SAFAR (i.e., BSL, RSL, etc.).

The SAFAR platform answers the mains needs of the IDRAAQ system for Arabic QA. Its
BSL and TL layers provide the necessary Arabic morphological and syntactic analyzers and
parser and language-independent (N-gram based) tools used in the three levels approach inte-
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grated in IDRAAQ. The RSL layer contains the main resources considered in this research
such as AWN and AVN.

6.4 Integrated architecture of IDRAAQ

In the current research, we addressed the main question whether it is possible to build an Ara-
bic QA system from the existing NLP components or not. We believe that the current research
proved that we succeeded in enhancing performance of the key module of a QA system for
Arabic, i.e., the PR module. Our three-level approach based on existing Arabic NLP resources
and tools and, also, on new processes (i.e., semantic representation and similarity scoring) that
we have developed, provides improved results especially with the enriched AWN resource.

To consolidate this work and keep on building the whole Arabic system, we participated in
the 2012 CLEF track with a new system called “IDRAAQ”® (Information and Data Reasoning
for Answering Arabic Questions). This system integrates the three levels of our Arabic PR
approach. The goal of this section is to show the development of IDRAAQ around the ser-
vices of SAFAR and how the resulting modules and resources can be used by other Arabic
QA developers to improve IDRAAQ or another system.

6.4.1 Architecture at a glance

The IDRAAQ system is designed around the general pipeline of QA modules, i.e., the ques-
tion analysis module, the passage retrieval module and the answer extraction and validation
module. Figure 40 illustrates this pipeline architecture.

In the application layer of SAFAR, only processes that are directly related to the QA task are
implemented. These processes are divided into the three common QA modules as follows:

e QAC module: question analysis and classification using a simple question classifier
based on some keywords showing the type of the question. For instance, after the pre-
processing of a given question (keyword extraction, tokenization and sentence seg-
mentation using the corresponding classes in SAFAR), if the first word is, for in-
stance, “u<” (who), the question classifier assigns the type “factoid”.

e PR module: the three levels of our proposed approach are implemented under this
module in the SAFAR-AL. In this layer, we implement processes such as QE based on
the semantic relations of AWN (SAFAR-RSL), the DDN model implemented through
the JIRS system (SAFAR-TL) and the semantic-based level relying on the SAFAR-
BSL (morphology through the implementation of Alkhalil analyser provided by
SAFAR, syntax through the implementation of the Stanford parser and the semantic

® In Arabic, the word “IDRAAQ” has the following meanings and senses: to understand, to recognize, to reach
an objective, knowledge, intelligence, etc.
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representation of a text in CG that we developed in this research). This module also
calls some other tools from SAFAR-TL such as the Yahoo API to extract Web snip-
pets.

e AEV module: this module is a simple process that helps in extracting or validating the
right answer from a list of possible answers. The output of this module follows the
same xml format used for instance in the CLEF campaign.

SAFAR-AL (IDRAAQ system)

Question Passage Retrieval Answer
Analysis Module WValidation
Module Module

QE-based level

DDNM-based level

CG-based level

X . x

SAFAR-RSL SAFAR-TL SAFAR-BSL

Semantic
Syntax

Stanford Impl

ATWN-AVN
ontology

Text pre-
processing Morphology
Tools Al Kalil Impl
Stanford BAMA Impl

Arabic Grammar

Figure 40. Three modules of the IDRAAQ system

6.4.2 IDRAAQ and SAFAR layers

In this section, we go through the details of the development of IDRAAQ as part of the
SAFAR platform and the impact of this integration on the satisfaction of Arabic QA develop-
ers’ needs.

6.4.2.1 Application Layer

Figure 41 illustrates the package “safar.applications” in the java project related to the
IDRAAQ system. This package provides three main sub packages:

e Evaluation package: it contains a java class that can run an evaluation over a test-
set of questions (e.g. ClefEvaluation). The main inputs and outputs of this evalua-
tion are saved in the model class related to the given test-set (i.e., clef, trec, etc.).
However, the classes allowing the reading of the test-set question and the measur-
ing of performance are located in the SAFAR-TL layer. In the evaluation package,
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we load the needed SAFAR resources (e.g. AWN-AVN ontology, Stanford
Grammar for Arabic) once in order to optimize the response time.

=il safar.applications.idraaq
B[l ewvaluation e

E‘@ model | @ ClefAnswer.java
Iﬁl cef | @ ClefDoc.java
IﬁI] P I ClefiQuestion.java
ClefFEwvaluation.java
=100 model

@ IdraagPassage.java
@ IdraagQuestion.java
@ IdraaqTypeDependency.java
IdraagWard.java
=100 process
=1l analysis
- @ QuestionAnalysis. java
=--ifll answer
- @ AnswerValidation.java
=1 retrieval
Bl levels

G-l keyward

r@ semantic

-0l skructure

Idraaq.java
Figure 41. IDRAAQ in the SAFAR-AL layer

e Model package: it contains the needed classes to store the IDRAAQ specific ob-
jects. For instance, to store the result of passage retrieval, we use the class “Id-
raagPassage”.

e Process package: it is composed of the core modules of our Arabic QA system. As
we can see, the passage retrieval module is divided into three sub packages related
to the keyword-based, structure-based and semantic-based levels respectively.

6.4.2.2 Resource Services Layer

Figure 42 illustrates the package “safar.resource” which contains a linguistic resource loader
class allowing to keep in memory the different needed resources. The IDRAAQ modules call
these resources on-demand without being obliged to re-load them every time, so we avoid any
heap space memory errors, especially at evaluation time. In addition to this loader class, there
are sub packages to extract information from each used resource. For example, the “sa-
far.resource.awn” contains three main packages: (i) the interface package that proposes inter-
faces for the information that can be extracted from AWN such as the methods
“GetSynetsOfWord” or “GetWordsOfSynset”, etc.; (ii) the implementation packages that
provides concrete implementation of the AWN interfaces. For instance, the concrete imple-
mentation “AwnStandardimpl” class implements the above methods to extract synsets and
words from the standard AWN, while the class “AwnEnrichedIlmpl” extracts this information
from the enriched AWN. This will give us more flexibility at evaluation time to switch from
an implementation to another and, therefore, to have the ability to measure the impact of the
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enriched AWN for example; (iii) the model package contains the needed model classes to
store the information extracted by the implementation methods.

safar.resource
@ LinguisticResourcesLoader.java
safar.resource.avn
[ impl
@ ArabicverbMetImpl.java
-0 interfaces
L @ ArabicverbMet. java
[l model
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: - @ ArabicwordietImpl. java
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i
=]
=

- @ Synsek. java
safar.resource.skopwords
I impl
@ StopwordsFromDBImpl.java
[l interfaces
- @ Stopwords. java

Figure 42. SAFAR-RSL resources used in IDRAAQ

Similarly, the “safar.resource” package provides the three sub packages related to each used

resource (Arabic VerbNet, stopwords, Stanford Grammar for Arabic used by the Stanford
parser, etc.).

6.4.2.3 Tools Layer

In the SAFAR-TL, we have integrated statistical and language independent tools such as the
JIRS system, the amine platform that we adopted for semantic processing, the Yahoo API

used as a baseline system compared to our approach, the different tools for accessing various
information database and document collections (see Figure 43).

E]@ safFar.toals

L [&] ToolsLoader.java
E]@ safar.tools. ai
=1l amine

L AmineProcess.java
safar.tools.code
safar.tools.daktaaccess

socialmadia
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b webReader.java
wikipedia

=l
safar.tools.Frameworks
safar.tools.search
safar.tools. skakiskical

Eo @ JirsProcess.java

Figure 43. SAFAR-TL tools used in IDRAAQ

One of the processes that can be consolidated in this layer is the goldstandard of the evalua-

tion campaigns, so developers are not requested to re-develop this part to test a further version
of IDRAAQ or another Arabic QA system.
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Regarding the semantic level, we have integrated the AWN-AVN ontology constructed and
described in Chapter 5 in the SAFAR-RSL and we have performed CG operations (such as
MaximalJoint, Generalization, Projection, etc.) by loading this ontology using the Amine
Platform (Kabbaj 2006) java library added to to SAFAR-TL layer. Let us briefly recall that
Amine is a Java Open Source Platform for the development of intelligent systems and multi-
Agent systems. Previous works showed the compliancy of this platform with Arabic NLP
(Bouzoubaa and Kabbaj 2007).

Amine Platform has also been chosen due to its use of CGs as a knowledge representation
formalism. Moreover, the platform is a modular environment which provides: (i) an Ontolo-
gy layer: we use this layer for manipulating the AWN ontology; (ii) an Algebraic layer: in
addition to the elementary and the structured data types, this layer provides also various
matching-based operations (like match, equal, unify, subsume, compare, maximalJoin, gener-
alize, analogy, etc.); (iii) dynamic and basic ontology processes and (iv) Knowledge Base
(KB) support.

6.4.2.4 Basic Services Layer

The SAFAR-BSL was the most important layer that were used by the IDRAAQ system. In-
deed, this layer allowed us to directly integrate the morphology and syntactic processing using
existing analysers and parsers (Alkhalil and BAMA analysers, Stanford parser). The integra-
tion of IDRAAQ in SAFAR is important since this provide interfaces for the morphology
analysis task without being dependent on a specific analyser. For instance, we can evaluate
the impact of using Alkhalil versus using BAMA without changing the code of IDRAAQ.
The only prerequisite is to mention the implementation to be used (see Figure 44).
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Figure 44. SAFAR-BSL used by IDRAAQ

Let us take the following example of java code that uses the implementation of the BAMA

analyzer:

IMorphologyAnalyzer analyzer = MorphologyAnalyzerFactory
-.getimplementation(Analyzer.BAMA);

To switch to another morphological analyzer such as Alkhalil Analyzer, the only requirement
is to use its implementation in SAFAR instead of the BAMA one as described in the changed

code:

IMorphologyAnalyzer analyzer = MorphologyAnalyzerFactory
-getimplementation(Analyzer. ALKHALIL);

The same development can be adopted for the syntactic parsing. So far, SAFAR integrates the
Stanford parser, but if further parsers such as Bickel’s parser’ are integrated, the process of
changing the parser is easier with SAFAR.

6.5 Chapter summary

In this chapter, we have introduced the IDRAAQ system initiated on the basis of the previous-
ly described three-level approach. This system is designed around the integrated NLP plat-
form SAFAR which facilitates the development of core modules of Arabic QA as well as
their evaluation.

The development of Arabic QA systems is a challenging and complicated task since it in-
volves various tasks and resources of NLP. The existing platforms such as GATE, OpenNLP
and NooJ present some limitations to their usage in the context of QA in general and Arabic
QA in particular.

We have shown how IDRAAQ is integrated in each SAFAR layer such as the BSL, the TL,
and RSL layers. This integration has the objective to consolidate what have been done in the
framework of this project in terms of adoption of different tools and resources as well as to
help further developments related to IDRAAQ or another Arabic QA using SAFAR.

Finally, we have seen that the evaluation process is highly improved by this integration, since
much developers effort and time is saved by making available a number of gold standards and
CLEF and TREC java models (classes for reading and writing in the formats used by these
campaigns) that can be used within SAFAR.

" Daniel M. Bickel has developed a parser at the University of Pennsylvania, http://www.cis.upenn.
edu/"dbikel/software.html
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Chapter 7

General Conclusions

In this thesis, we have presented our achievements in the field of Arabic Question Answering
(QA) systems. The main objective behind these systems is saving the users* efforts and time
considering the growth of the underexploited Arabic content on the Web. Such systems help
in reaching this goal by providing precise and direct answers as a response to user questions
instead of displaying unmanagearable lists of document links needing manual filtering. In
comparison to other IR tools such as Search Engines (SEs), the accuracy of QA systems
depends on the understanding of the given question and not only on its keyowrds occurrence
in the text.

Generally, a question is analyzed following a pipline of three modules: (i) Question Anslysis
and Classification, (ii) Passage Retrieval and (iii) Answer Extraction and Validation. The
existing work on QA for English and other targeted languages shows the raise of different
approaches and techniques in order to tackle the challenges of each module. The reported
experiments highlight the importance of passage retrieval as a key module of a QA system.
The performance of this module has a great impact on the accuracy of the whole system. To
improve this performance in terms of accuracy, MRR and c@1, the most used measures in the
field, researchers explored two famillies of approaches: (i) surface-based approaches relying
on language-independent and statistical tools having the focus on keyword and structure
similarity between question and passages, and (ii) deeper approaches having the aim of
understanding the meaning of the question and the passages in order to compare their
semantic similarity later. The decision of which approach using depends on the availability of
components and resources related to other NLP tasks (syntactic parsers, semantic analyzers,
ontologies, etc.).

Although Arabic QA field was investigated in early 1990s, the matury has not been reached
with respect to the few attempts and research that were proposed so far. Various reasons were
behind this state, especially:

e In comparison to other languages such as English and Spanish, Arabic combines
many levels of complexity, for NLP in general and QA in particular, due to the
nature of its script, morphology and syntax, to its high ambiguity level, to the low
maturity of some QA-related NLP tasks such as NER and syntactic parsing, etc.
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e The lack of advanced resources that cover not only the lexical part of the Modern
Standard Arabic but also the syntactic and semantic parts.

Many limitations were highlighted in the existing Arabic QA attempts since the conducted
experiments only used few types of questions (in most cases factoid questions are
highlighted), small sized collections without complexity significance (Web-based systems
were not studied), surface-based approaches without exploration of semantic ones, etc.

7.1 Findings and Research Directions

The main subject of this thesis was to propose a hybrid approach for Arabic QA systems with
a special focus on the most important module, i.e., passage retrieval. The proposed approach
combines the advantages of the surface-based and those of the deeper approaches to answer
different types of questions as well as to overcome the specific challenges of the Arabic
language. This hybrid approach was evaluated on the basis of experiments presented in
Chapters 3, 4 and 5. Therefore, three sets of experiments were conducted as follows:

e Experiments using the surface-based approach based on keywords and structure: using
the 2,264 TREC and CLEF questions, it was shown that after the implementation of the
surface-based side of our approach relying on the AWN semantic relations-based QE and
the Distance Density N-gram Model, a significant improvement of performance in terms
of accuracy (increase from 9.66% to 20.20%), MRR (3.41 to 9.66) and number of
answered questions (20.27% to 26.47%) was registered with respect to a baseline system
(e.g. the Yahoo! API). These results encouraged us to asset the effectiveness of the
proposed keyword-based and structure-based levels as well as the usability of the
considered linguistic resources and the statistical tools for Arabic PR. They are promising
even more considering the facts that: (i) this improvement was achieved by targeting a
challenging Web collection of snippets, (ii) in most cases, the returned snippets contain
just a few lines of content not enough to display together the question terms and the
expected answer, (iii) the answer of a question may not be found by the system if the
available Arabic Web content does not cover its topic; this happens considering the set of
2,264 CLEF and TREC are just translations into Arabic of questions originated from the
European and the American cultures respectively, and (iv) the major part of this set is
composed of factoid questions where the important keywords that are mainly NEs could
have a translation which is different from the expected answers (that are also NES).

e Arabic WordNet coverage and usability experiments: the AWN lexical resource and its
semantic relations showed the ability to support the surface-based approach giving rise to
the improvement of performance in comparison to the baseline system. Nevertheless, this
resource has many coverage shortcomings that we emphasized through the theoretical and
experience-based perspectives. These shortcomings impact the usability of this resource
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and have been the reasons behind its limited use in Arabic NLP applications. To tackle
this problem, we proposed an enrichement of AWN by targeting three types of content
needed by Arabic QA as observed in the experience-based analysis:

o

Instances or NEs enrichment: since our aim is to answer questions from the
Web, we were interested in linking AWN to the YAGO ontology after the
automatic translation of its entities into Arabic and their validation. This kind
of dynamic information is widely used in questions. The added links between
AWN synsets and the translated YAGO entities improved the effectiveness of
the structure-based level with the injection of the AWN synset in the Distance
Density N-gram Model (DDN) model,;

o Verbs and nouns enrichment: the coverage of these main Common Linguistic

Categories is poor in AWN with respect to the Arabic lexicon and the
coverage registered in experiments for TREC and CLEF nouns and verbs. The
proposed enrichment consists in: (i) extending the list of verb senses in AWN
using the translation of both English VerbNet and Unified Verb Index by
means of three heuristic rules already used in the EuroWordNet project and (ii)
refining the hyponymy relation among AWN noun synsets using a technique
based on pattern discovery and Maximal Frequent Sequences over Web
snippets and starting from a list of seed AWN synsets. Both enrichements
allowed to improve the Query Expansion recall by generating a higher number
of related terms required by the keyword-based level. The loss in terms of
precision (as usually the case in similar IR approaches) is avoided by applying
the DDN model on top of the keyword-based level.

o Broken plurals enrichment: BP is among the forms of plural that are widely

and specifically used in Arabic. The analyzed questions showed that the
enrichment of AWN forms in terms of BP is important to apply the QE process
for a higher number of questions in real-world applications, especially QA.

The above proposed enrichment of AWN improved the performance with a significant gain in
terms of accuracy, MRR and number of answered questions. This improvement was achieved
not only on the set of 2,264 TREC and CLEF questions that served as a basis to analyze
AWN coverage shortcomings, but also on the set of 160 questions provided by the 2012
edition of the Question Answering for Machine Reading workshop. The participation of our
system in the 2012 edition allowed us to compare the performance with other systems for
different languages using the c@1 measure. The obtained performance is about 0.21 which is
higher than the baseline and gives an acceptable ranking for our system among the
participating ones. Moreover, the use of the enriched AWN resource allowed us to obtain the
best c@1 score (0.36) regarding Topic #1 (i.e., AIDS) which is higher than the mean score
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(0.32) over all best runs registered in this topic by all the participating systems for different
languages including English.

Experiments using the deeper approach based on semantic representation and
comparison: to enhance the performance of Arabic QA, we investigated the effectiveness
of the semantic-based level for the processing of complex questions beyond the factoid
ones. Indeed, the overall performance obtained with the surface-based approach was
penalized by the other types of questions. This is the case for example in the 2012
QA4MRE test-set where the factoid questions only represent 22%. The semantic level
combines two well-known approaches and proposes two steps:

o] Step 1: The Question and its candidate passages are respresented into
Conceptual Graphs. This step makes use of both the syntactic parsing using the
Standford parser and the ontology we built from the Arabic VerbNet and AWN
resources. To construct the CGs, we designed 11 rules that test the typed
dependencies in each syntactic analysis to decide the CG pattern to be
assigned.

o] Step 2: The semantic similarity score is measured between the CG of the
guestion and the CG of a given candidate passage. The passages are ranked
according to this score.

To show the effectiveness of this level, experiments were conducted on the 2013 edition
of the QA4AMRE test-set as well as the CLEF-TREC 1999-2008 test-set. The former test-
set contains 284 questions, most of them require semantic processing rather than surface-
based approaches that are more suitable to factoid questions; these are more represented in
the latter test-set. We used the 2012 QA4MRE as a training set for the rules of Step 1 and
the 2013 edition as a test set in these experiments. The main investigations in this new
experiments are: (i) the importance of the AWN enrichment, especially in terms of verbs
to support the semantic-based level, (ii) the impact of the different used components (the
Standford parser, Alkhalil analyzer and the AWN-AVN ontology) for the final
performance of the semantic-based level, and (iii) the gain in terms of performance
regarding the processing of non factoid questions. This gain was registered in both test-set
and considering the number of answered questions as well as the c@1 measure.

7.2  Thesis contributions

This thesis confirmed the fact that leveraging the current advances registered in different
Arabic NLP tasks such as morphology analysis (e.g. Alkhalil Analyzer), syntactic parsing

(e.g. Stanford parser for Arabic) and semantic resources (e.g. AWN and AVN), it is possible

to build a Question Answering system for Arabic with the ability to tackle various challenges.
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We consider that the major contributions of this thesis can be summarized under the main
challenges of the Arabic QA task:

1. Language challenge: We used different resources and tools for the Arabic language

(AWN, AVN, Stanford parser, Distance Density N-gram model, etc.). Also, the
existing methods for automatic enrichment of WordNets and for the semantic
representation of text in conceptual graphs were adapted to tackle the particularities of
Arabic in terms of complex syntax and morphology, non diacritized text ambiguity,
challenges related to Named Entities, etc.

. Web challenge: We conducted experiments using the Web as a targeted collection.

This allowed the measure of the real usability of the proposed method and also of the
considered resources and tools. In addition, a comparison of performance with a
baseline search engine illustrated the significance of the work.

Question and Answer challenge: We addressed various types of questions starting by
the classical factoid questions and ending by the questions requiring deeper
understanding of the meaning such as the case of the QA4MRE task. This has a
contribution to make clearer the usability of the considered resources and tools to deal
with different levels of question complexity.

Evaluation challenge: We contributed to the evaluation challenge by conducting a set
of experiments with different sets of questions with the aim to show the significance
of the proposed approach and to compare the Arabic QA systems with other
languages. Indeed, our participation in the QA4MRE task on behalf of CLEF 2012
allowed a benchmarking of our system with other evaluated systems and approaches.
This also highlighted the gap and the remaining work for Arabic QA.

This thesis also presents a number of contributions for the QA community.

First, we proposed and evaluated a new hybrid approach that combines surface-based and
deep approaches.

Second, we introduced a new factor (i.e., the TDRC factor) in the formula of Montes-y-
Gobmez (2001) related to the semantic similarity score; this factor can also be used in other
languages’ QA systems.

Third, we analyzed the TREC and CLEF questions provided between 1999-2008 for the
enrichment of AWN:; this method can be followed to extend other WordNets.

Finally, we translated a number of resources (TREC and CLEF questions, YAGO, etc.)
into the Arabic language and make them available for the community for monolingual or
cross-language tasks.
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7.3 Further challenges

The construction of usable systems for Question Answering is a long term project. In the
current thesis, we showed the different challenges that researchers may face, especially for the
Arabic language. According to the contributions described above, we believe that further
challenges might be tackled to achieve even better performance. The main directions that we
propose are:

1. Coming up with significant resources for Arabic QA: the iterative method that we
used for the enrichment of AWN, i.e., conducting experiments, analyzing the
shortcomings, extending the resource and reconducting experiments can be
followed in further works. A special focus might be devoted to the formal semantic
information (conceptual graphs representation) in this kind of resources.

2. Exploring other semantic methods: the participation in the QA4MRE task
highlighted the impact of new semantic methods such deduction and text
entailment for answering questions that are more complicated.

3. Integration of work: the number of involved resources and tools in a QA system
give rise the necessity of carrying on the work in the framework of integrated NLP
platforms such as SAFAR. The architecture of the system plays a key role in the
time response, especially when experiments are conducted on large test-sets of
questions and documents.
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Appendix B

Typed dependencies rules for Conceptual Graph
construction from Arabic text

This appendix provides the list of the rules that we designed to construct Conceptual Graphs
from the typed dependencies provided by the Stanford Arabic parser. The tags used in these
rules refer to the tag set adopted in the Stanford Arabic parser (see Appendix C).

Rule 1: “GTag=JJ and DTag=NN”

If the Governor Tag (GTag) is “JJ” and the Dependent Tag (DTag) is a noun, then there are
two cases:

e The dependent tag is neither “NNP” nor “NNPS”: in this case the conceptual graph of
the dendency is constructed following the pattern:
CG-dep = [cg : [Conc(G)]<-attributeOf-[ Conc(D)]]

Where Conc(G) and Conc(D) are the corresponding ontology concepts of the
gouvernor and dependent respectively.

e The dependent tag is “NNP” or “NNPS”: in this case the dependent is tagged by the
Stanford parser as a singular or plural proper noun respectively, therefore, we follow
the pattern:

CG-dep = [cg : [Conc(G) : Conc(D)] ]

Rule 2: “GTag ={NN,NNS} and DTag ={NNP,NNPS}”

If the GTag is NN (or plural noun NNS) and the DTag is NNP (or plural proper noun NNPS),
then the pattern is:

CG-dep =[cg : [Conc(G) : Conc(D)] ]
Rule 3: “GTag ={NN} and DTag ={DTNN,DTNNS}”
If the GTag is NN and the DTag is DTNN or DTNNS, then the pattern is:
CG-dep = [cg : [Conc(G)]<-attributeOf-[ Conc(D)] ]

Rule 4: “GTag ={V* } and DTag ={NN} and dependency-type=dobj”

If the GTag is a tag of a verb (such as VBP) and the DTag is NN and the dependency type
returned by the Stanford parser is dobj (Direct object), then two cases occur:



e The dependent tag is neither “NNP” nor “NNPS”: in this case the conceptual graph of
the dendency is constructed following the pattern:
CG-dep =[cg : [Conc(G)]<-0bjOf-[ Conc(D)] ]

e The dependent tag is “NNP” or “NNPS”: in this case the dependent is tagged by the
Stanford parser as a singular or plural proper noun respectively, therefore, we follow
the pattern:

CG-dep =[cg : [SupConc(D) : D]<-0bjOf-[ Conc(G)] ]

Where SupConc(D)is the super concept of the NE corresponding to D in the ontology .
Let us recall that almost all NEs were extracted from YAGO (see Chapter 4).

Rule 5: “GTag ={V* } and dependency-type={iobj, nsubj, dep, xcomp}”

If the GTag is a tag of a verb (such as VBP) and the dependency type returned by the Stanford
parser is iobj (Indirect object), nsubj (Nominal subject), dep (General dependent) or xcomp
(clausal complement with external subject) then two cases occur:

e The dependent tag is neither “NNP” nor “NNPS”: in this case the conceptual graph of
the dendency is constructed following the pattern:
CG-dep = [cg : [Conc(D)]<-agentOf-[ Conc(G)] ]

e The dependent tag is “NNP” or “NNPS”: in this case the dependent is tagged by the
Stanford parser as a singular or plural proper noun respectively, therefore, we follow
the pattern:

CG-dep =[cg : [SupConc(D) : D]<-agentOf-[ Conc(G)] ]

Rule 6: “GTag ={NN } and DTag ={NN}”
If the GTag is NN and the DTag is also NN, then the pattern is:
CG-dep =[cg : [Conc(G)]<-is-[ Conc(D)] ]
Rule 7: “GTag ={CD }”
If the GTag is CD then the pattern is:
CG-dep = [cg : [Number = D]<-attributeOf-[ Conc(G)] ]
Rule 8: “DTag={CD }"
If the DTag is CD then the pattern is:
CG-dep =[cg: [Conc(G) =D] ]



Rule 9: “DTag ={JJ } and dependency-type={amod}”

If the DTag is JJ and the dependency type returned by the Stanford parser is amod (adjectival
modifier), then we have two cases:

e The GTag is a tag of a verb (such as VBP): in this case no CG pattern is applied,;
e The GTag is not a tag of a verb: in this case we follow the pattern:

CG-dep = [cg : [Conc(D)]<-propertyOf-[ Conc(G)] ]

Rule 10: *“dependency-type={prep}”

If the dependency type returned by the Stanford parser is a prepositional modifier (such as in,
for, etc.), then the applied CG pattern is:

CG-dep = [cg : [prep : *pi "D"1]

Where i is the rank of the preposition D in the list of the prepositions existing in the processed
text.

Rule 11: *“dependency-type={rcmod} and DTag={V*}”

If the dependency type returned by the Stanford parser is rcmod (Relative clause modifier),
then the applied CG pattern is:

CG-dep =[cg : [Conc(G)]-attributeOf->[cg : Conc(D)] ]



Appendix C

Stanford parser tags used in the designed rules

This appendix provides the description of the tags® and the dependencies types? used in the 11
rules designed to construct Conceptual Graphs from typed dependencies.

Tags:

CD numeral, cardinal

DT Determiner

IN preposition or conjunction, subordinating
JJ adjective or numeral, ordinal

NN noun, common, singular or mass

NNP noun, proper, singular

NNPS noun, proper, plural

VBP verb, present tense, not 3rd person singular

Dependencies types:

amod adjectival modifier
An adjectival modifier of an NP is any adjectival phrase that serves to modify
the meaning of the NP.
Example:
“Sam eats red meat” amod(meat, red)

dep dependent
A dependency is labeled as dep when the system is unable to determine a more
precise dependency relation between two words. This may be because of a
weird grammatical construction,a limitation in the Stanford Dependency
conversion software, a parser error, or because of an
unresolved long distance dependency.
Example:
“Then, as if to show that he could, . .. ” dep(show, if)

dobj direct object
The direct object of a VP is the noun phrase which is the (accusative) object of
the verb.
Example:
“She gave me a raise” dobj (gave, raise)
“They win the lottery” dobj (win, lottery)

iobj indirect object

The indirect object of a VP is the noun phrase which is the (dative) object of the

! Source: The University of Pennsylvania (Penn) Treebank Tag-set available at
https://www.comp.leeds.ac.uk/ccalas/tagsets/upenn.html

%Source: Marie-Catherine de Marneffe and Christopher D. Manning. Stanford typed dependencies manual.
September 2008. Revised for Stanford Parser v. 1.6.8 in June 2011.




verb.

Example:
“She gave me a raise” iobj (gave, me)

nsubj

nominal subject

A nominal subject is a noun phrase which is the syntactic subject of a clause.
The governor of this relation might not always be a verb: when the verb is a
copular verb, the root of the clause is the complement of the copular verb,
which can be an adjective or noun.

Example:
“Clinton defeated Dole” nsubj (defeated, Clinton)
“The baby is cute” nsubj (cute, baby)

prep

prepositional modifier

A prepositional modifier of a verb, adjective, or noun is any prepositional
phrase that serves to modify the meaning of the verb, adjective, noun, or even
another prepositon. In the collapsed representation, this is used only for
prepositions with NP complements.

Example:

“l saw a cat in a hat” prep(cat, in)

“l saw a cat with a telescope” prep(saw, with)

“He is responsible for meals” prep(responsible, for)

xcomp

open clausal complement

An open clausal complement (xcomp) of a VP or an ADJP is a clausal
complement without its own subject, whose reference is determined by an
external subject. These complements are always non-finite. The name xcomp is
borrowed from Lexical-Functional Grammar.

Example:
“He says that you like to swim” xcomp(like, swim)
“I am ready to leave” xcomp(ready, leave)
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