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ABSTRACT 

The present study has been conducted to investigate climatic variability over Nile 
river water resources how stream flow in the Nile Basin has varied over the period of 
available records. Stream flow records from 5 flow gauging stations in three major river 
basins of the Nile and 26 meteorological stations all over Ethiopia were studied. 
Temperature and rainfall are the most indicative factors of climate change. The present 
study aimed at studying temporal variation in temperature and rainfall over Ethiopia 
during the period 1950-2005. 

The climate data consisted of mean monthly and annual records of temperature 
(minimum and maximum), rainfall. Seasonal classification of the region, especially over 
Ethiopia, is from February to May, June to September and October to Januaiy called 
Belg, Kiremt and Bega, respectively. 

The average of temperature and rainfall at the selected weather stations was used 
for this study. Statistics on measures (mean, minimum, maximum), dispersion (standard 
deviation) and distribution (skewness, kurtosis and variability coefficient) were 
calculated for the data. The data series was tested for normality using One-Sample 
Kolmogorov-Smimov test, Homogeneity test was tested as indicator for the Homogeneity 
of data, trends in annual and seasonal temperature and rainfall series were analyzed using 
(The least squares method, Quadratic, Cubic and Exponential equations) and we Also 
used the Mann-Ke.ndall test for cases where the trend may be assumed to be non­
parametric tests and thus no seasonal or other cycle is present in the data. The Sen's 
method uses a linear model to estimate the slope of the trend and the variance of the 
residuals should be constant in time. 

Time series were used in the present study with using (Box & Jenkins) method 
(Identification, Estimation, Diagnostic Checking of Model, and Forecasting) to find the 
best forecasting model to the Rainfall over Blue Nile basin in Ethiopia by using the 
monthly data for the period (1950-2005). 

The study reveals overall increasing trends in temperature (significant at 95% 
confidence level) at different rates in the study period. The mean of maximum and 
minimum temperatures in Ethiopia has minimal increased by 0.02 and 0.027 °Cover the 

whole period, respectively. We noted that the highest value for R2 was at cubic equation 
at all stations so cubic equation is the best to express the trend equation than the other 
equations for maximum and minimum temperature. 

iime series analysis and forecasting is an impottant tool which can be used to 
improve water resources management. After selecting the most appropriate model, it was 
found that ARIMA model (O,O,O)x(l,l,l)l2, (0,0,0)x(l,1,1)12, (O,O,O)x(0,1,1)12 and 
(O,O,l)x(0,1,1)12 was among several models that passed all statistic tests required in the 
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Box-Jenkins methodology for Bahar Dar, Nekemte, DebreMarkos and Addis Ababa 
respectively, of the North, West and middle of Ethiopia. 

After selection of the best trend equation for mean annual maximum and 
minimum temperature through the study period we depend on this equation to predict the 
temperature trend for 2006-2030, all stations will have a small increase in mean annual 
maximum temperature as regarding quadratic and cubic trend equation but every station 
represented by either quadratic or cubic trend equation. 

The trends in stream flow computed by the Mann-Kendall test, the results indicate 
that there was no significant trend in the observed annual runoff at all stations El Diem, 
Khartoum, Malakai, Dongola and Aswan (R2 = 0.033, 0.00, 0.14, 0.09 and 0.002 
respectivly). We note that, trend in the flow TS increased for the Blue Nile at (El Diem 
and Khartoum station), while the flow TS decreased for While Nile at Malakai station. 

Nile River Basin, Water Resources, Blue Nile, Flood, Climatic Variability, Trend, 
Time-series forecasting, ARIMA Models. 
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SPSS Statistical Package for the Social Sciences 

SST Sea surface temperatu~:e - -

SWAT Soil and Water Assessment Tool 

TS Time series 

UCL and LCL Upper and lower control limit 

UNEP United nations environment program 

WMO World meteorological organization 
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INTRODUCTION 

The climate of Africa is both varied and varying. V mied, because 

climate ranges from humid equatorial to seasonally arid and sub-tropical 

Mediterranean and varying because all these climates exhibit differing 

- degrees of temporal and spatial variability. At the sub-regional scale, Africa 

is vulnerable to ENSO and related extreme events (Drought, floods, and 

changes in hydrologic patterns) (Hulme, et al., 2001; Tsonis, et al., 2003). 

That. portion of sub-Saharan Africa that depends entirely on the Nile River 

for its water supply is particularly susceptible to hydrologic changes that 

might be associated with a waimer climate. Flooding and droughts will be 

increasingly difficult to cope with in the face of increasing pressures on 

water supplies due to rapid population growth and dwindling resources 

(Beyene, et al., 2007). 

Cunent studies into the potential impacts of climate change remain 

largely uninformative to policy and decision makers in the water resources 

sector. Almming trends in temperature and the potential for redistribution of 

fresh water has understandably led to concerns for the future availability of 

water resources (Conway and Hulme, 1993). Although some projections 

suggest that significant climate change may occur over the same scales as 

water resources development and management, policy makers continue to 

rely heavily on the assumption that historical conditions will persist into the 

future. This is largely due to a lack of integrative tools with realism to tie 

climate to hydrology to water resources and yield meaningful information 

for decision makers (Conway and Hulm(l 1996; Conway, et al., 2008). 

Climate change impact assessments begin with developing scenarios 

of future climate. Typically, historical records of temperature and 
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precipitation are adjusted according to some specified change, often based 

on the output of general circulation models (GCMs). The adjusted climate, 

or climate scenario, is then used to drive hydrologic models in the area of 

interest. Finally, the resulting hydrologic sequences are analyzed with 

respect to a baseline. Many of these studies are i1:1-conclusive due to 

conflicting trends across a number of climate scenarios, often showing 

potentially large runoff increases in some scenarios and significant drying in 

others. Thus previous climate and hydrologic scenarios tended to be most 

infonnative as aides to sensitivity studies rather than true impact projections 

(IPCC, 2007; Beyene, et al., 2007). 

During the 201
h century, the amount of greenhouse gases in the 

atmosphere has increased, largely as a result of the burning of fossil fuels for 

energy and transportation, and land use changes. Global warming is now 

considered most probably to be due to the man-made increases in 

greenhouse gas emissions. Whilst other natural causes of climate change, 

including changes in the amount of energy coming from the sun and shifting 

patterns of ocean circulation, can cause global climate to change over similar 

pe1iods of time, the balance of evidence now indicates that there is a 

discernible human influence on the global climate (IPCC, 2008). 

Observational records and climate projections provide abundant 

evidence that :freshwater resources are vulnerable and have the potential to 

be strongly impacted by climate change, with wide-ranging consequences 

for human societies and ecosystems (Conway, et al., 2008; IPCC, 2008). 

Water is one of several cun-ent and future critical issues facing Africa. 

Water supplies from rivers, lakes and rainfall are characterised by their 

unequal natural geographical distribution and accessibility, and 

2 
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· unsustainable water use. Climate change has the· potential to impose 

additional pressures on water availability and accessibility (Amy, 2006; 

ConwaJ~ et al., 2008). Arnell, (2004) described the implications of the 

IPCC's SRES scenarios for a river-runoff projection for 2050 using the 

HadCM320 climate model. These experiments indicate a significant 

decrease in runoff in the north and south of Africa, while the runoff in 

eastern Africa and parts of semi-arid sub-Saharan Africa is projected to 

increase. However, multi-model results show considerable variation among 

models, with the decrease in northern Africa and the. increase in eastern 

Africa emerging as the most robust responses. There is a wide spread in 

projections of precipitation in sub-Saharan Africa, with some models 

projecting increases and others decreases (IPCC, 2008). 

The stream flow of rivers is a good indicator of climate variations, 

because it provides an integral measure of the precipitation over the source 

regions, if other conditions remain unchanged. The flood levels of the Nile 

river are one example of a long time series analysed by hydrologists, 

climatologists and historians in order to gain information about the evolution 

of the systems involved and their interactions, and also to estimate future 

conditions which, in climatological context, meaiis that the possibility of 

recmTing past events provides a measure of the expected variability 

(Fraedric/J and Bantzer, 199}. 

3 

CODESRIA
 - L

IB
RARY



Introtfuction I Cliapter I 

1.1. Problem Statement 

At the outset it is important to have a good sense of the definition of 

the problem to be studied. In the recent years, the implications of global 

warming on water resources have attracted increasing attention. The impact 

of climate variability on water resources is so integrated into different 

sectors. The consistent conclusions of climate variability modeling exercises 

are that many of the world's major river basins may experience more severe 

droughts and floods in the corning decades. 

1.2. Objective of the research 

The major aim of this thesis was the study of the impact of climatic 

variability on hydrology and water resources of Nile River. 

The second aim was reaching to suitable model for prediction of the 

impact of climatic variability on hydrology and water resources of Nile 

River in the future (Evaluation of future available water). 
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REVIEW OF LITERATURES 

2.1. The Nile river basin 

2.1.1. Hydrology 

C/iapter II 

The River Nile extends 6,700 kilometers through a drainage area 

equaling approximately 3 million km2
• TI1e Nile Basin is shown in figure 1. 

Although the foregoing discussion of East African climate reveals that some 

of this area is subject to very high rainfall, the average annual runoff from 

the basin is merely 30 mm. This low runoff is in large pait due to the 

majority of Nile flow originating from a relatively small fraction of the 

basin. The two primary rnnoff producing regions in the Nile Basin are the 

lake plateau of equatorial East Africa and the Ethiopian, or Abyssinian, 

plateau (Amy, 2006; Meseret, 2009; Zelalem, et al., 2009.) 

Figure (1) shows the elevation difference from Lake Victoria to 

Mediterranean Sea. The Nile Basin constitutes a unique diversified 

geographically, starting from the highlands in the south and its decrease until 

the hike up to the spacious plains in the far north. Therefore, the Nile River 

is the only river which flows from south to north and that according to 

earth"s slope (Arsano, 2007; Zelalem, et al., 2009) 

The total flow reaching the main Nile approximately 85 % stem from 

Ethiopian plateau and the rest from the equatorial Lakes plateau (Lake 

Victoria, Lake Kyogo, Lake Kwania, and Lake Albert) (Arsano, 2007) 
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Figure (1 ): Distributions of elevation over Nile river basin. 
(https://courseware.e-education.psu.edu/courses/earth105new/content/lesson) 
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2.2. Description of Nile basin in ,Ethiopia 
._.·,·, ·... ,' 

Nile basin of Ethiopia covers~ total of about 358,889 km2-equivalent 

to 34% of the total geographic area of the country. Around 40% of the -
" 

population of Ethiopia lives in this basin (Meseret, 2009) From south to 

north, the main river sub-basins flowing from the Ethiopian highlands into 

Sudan are the Baro-Akobo, the Abbay and the Tekeze. The sub-basins are 

illustrated in table (1) and figure (2) (Amy, 2006) 

2.2.1. Blue Nile river sub basin 

The Blue Nile River starts at the outlet of Lake Tana and flows to 

Khartoum where it m·eets the White Nile with basin area of 324,530 km2
• 

Blue Nile contributes about 60% of the flow of Main Nile (Sutcliffe and 

Parks~ 1999) The topography of the Blue Nile composed of highlands, hills, 

valleys and occasional rock peaks. The average precipitation over the Blue· 

Nile subbasin is 1394mm and is higher than the other subbasin of the Nile 

basin (Figure 2). The precipitation over t~e Biue Nile basin varies from 

1000mm in the north-eastern part to 1450-2100mm over the south-western 

part of the sub basin (Zelalem, et al., 2009) 

2.2.2. Atbara river sub basin 

The Atbara River originates in the Northern Ethiopia and Eritrea and 

joins the Nile after the lowland in the eastern Sudan with total basin area of 

112,400 kni2. The discharge of the river is extremely torrential. The rainfall 

is unimodall concentrated in August and September with mean annual 

rainfall 900 mm relatively high value over the Ethiopian highlands to less 

downstream at the confluence with the main Nile. Generally the average 

annual precipitation is lowest among the other Nile sub-basins (Sutcliffe, 

and Parks,1999). 
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2.1.2. Ethiopian Nile basins 

The White Nile is joined by three additional tributaries, the Sabat, 

Blue Nile, and Atbara Rivers, all of which have their origins in the Ethiopian 

plateau. The Sabat River joins the White Nile prior to Malakai, nearly 

doubling the flow from the Sudd. This basin is comprised of two distinct 

tributaries, the Baro (41,400 km2
) and Pibor (109,000 km2

) (Amy, 2006) 

The Blue Nile basin adjoins the Sabat to the north and drains rugged 

terrain through deep canyons cut into the Ethiopian plateau. The river 

undergoes a steep 900 kilometer decent from its source in Lake Tana at 

1,829 meters elevation to the Sudan plain at 490 m. The river continues to 

flow across the flat plain for another 800 km and intercepts two smaller 

rivers, Dinder and Rahad, bringing the total drainage area to 324,500 knl 

(Shahin, 1985). At Khaitoum, the Blu·e and White Niles converge to fonn 

the Main Nile. 84% of the annual runoff in the Blue Nile basin occurs 

between June and October, resulting from heavy rains during the single 

rainy season. The Atbara River also flows from its headwaters in Ethiopia 

and has a drainage area of 112,400 km2 (Zelalem, et al., 2009) 

The Atbara shares many characteristics with the Blue Nile, though the 

upper p01tion of its basin has an even greater slope, the rainy season is 

shorter, and it does not have a large lake at its source. Consequently, the 

Atbara River is even more strongly seasonal than the Blue Nile, often 

receding to little or no flow in the dry season. From the mouth of the Atbara, 

the Nile continues its course through flat terrain within an arid climate 

towards Aswan, Egypt (Shahin, 1985; Amy, 2006) 
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Table (1): River regulation in Ethiopia 

River 

Alwero (Baro-Akobo basin) 

Abbay 

Finchaa (Abbay tributary) 

Koga (Tributary to L. Tana) 

Tekeze 

JOON 

5°N 

\ 

30°E 3S0 E 

Capacity (m3* 106
) Catchment area (km2

) 

Kenya " 

74 1043 

9000 15300 

900 2500 

77 164 

9293 30390 

(Source: Moustafa, 2007) 

Red !,. i 
Sea \ :· 

l 

F- •' ---.,_ 

.· .. , ....• -· 
··, .• - .. F 

.,,.,---

Somalia 

Ethiopia 

Tckczc basin 82350 km2 
and MAF 23 billion 1113 

Abbay basin 100812 km:! 
And MAF 52 billion m3 

Figure (2): Nile River Basin in Ethiopia (Arsano, 2007) 
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2.3. Climate and water resources of the Nile basin 

East African climate results from a complicated interplay of large 

scale atmospheric features such as monsoons and convergence zones, and 

highly heterogeneous local geographic features, such as steep topographic 

relief and large lakes. The region is influenced by two monsoons from the 

northeast and southeast of the continent, which in comparison to the Asian 

monsoons are relatively dry. In addition, westerly flow brings moist air from 

the Congo River Basin, which is associated with rainfall (Amy, 2006) 

The monsoonal flows are separated by the Inter-Tropical Convergence 

Zone (ITCZ), while the Congo Air Boundary separates the westerly from the 

easterly flow. Largely due to topography, easterly flow predominates to the 

east of the East African highlands, while westerly flow is influential to the 

west, including the lake plateau region (Zelalem, et al., 2009). 

Rainfall in East Africa is particularly variable and complex. Seasonal 

patterns range from a single rainy season to as many as three rainfall 

maxima, with average annual rainfall ranging from as much as 1800 mm in 

the mountains of Rwanda to less than 200 mm in the arid lowland regions of 

Sudan and Ethiopia (Figure 3). In the lake plateau, the extensive surface area 

of Lake Victoria itself strongly influences precipitation via the Lake Victoria 

Low_(Amy, 2006) 

The climate and vegetation cover in the Nile basin are highly related 

with the amount of precipitation. Precipitation increases southward and with 

altitude. The common area with high precipitation about 1200-

. l 600mm/years on the highlands of Ethiopia and the Equatorial lakes 

plateaus. The potential evaporation over the basin increases as one move 
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downstream which show opposite trend to the pre.cipitation (Mohamed, et 

al., 2005). 

The climate of the Nile Basin is characterised by a strong latitudinal 

wetness gradient. Whereas the areas nmth of 18°N remain dry most of the 

year, to the south there is a gradual increase of monsoon precipitation 

amou~1ts. Rainfall regimes can be divided into different types, among which 

summer peak regimes dominate. In the southern half of the basin, mesoscale 

circulation features and associated contrasts in local precipitation patterns 

develop as a result of a complex interplay involving topography, lakes and 

swamps. Precipitation changes and variability show up as 3 distinct modes 

of variability (Camberli11 2009). Drying trends since the 1950 are found in . 

central Sudan and to some extent the Ethiopian Highlands. The equatorial 

lakes region is characterised by occasional very wet years ( e.g. 1961, 1997). 

The interannual variations are strongly, but indirectly influenced by El-Nino 

/ Southern Oscillation. Sea surface temperature variations over other ocean 

basins, especially the Indian · and South Atlantic Oceans, also play a 

significant role (Sutcliffe and Parks, 199~ Camber/in, 2009) 

Camber/in and Philippon, (2002) found that in the Ethiopian 

Highlands, the single rainy season is brought on with the passage of the 

ITCZ. Accordingly, the rainy season becomes progressively shmter in 

duration from south to north. In the southwestern portion of the highlands, 

the rains arrive around April-May and remain until as late as October. Near 

Lake Tana in the north, the rains do not materialize until June-July and 

remain through September. Temperature exhibits two annual minima and 

maxima. The onset of the summer rainy season acts to cool what would 

otherwise have been the warmest months of the year. Therefore, . 
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temperatures begin to increase during the spnng months, temporarily 

decrease during the rainy season, and again rise prior to the onset of fall 

(Amy, 2006) 
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Figure (3): Distributions of precipitation over Nile river basin 
(https://www.google.eom.eg/search?q=nile_precipitationb.gif). 
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Table (2): A summary of climate change studies on the Nile River, type of study and main findings 

Authors 

Gleick, (1991) 

Hulme, (1994) 

Conwa, and 
Hulme, (1996) 

Nicholson, 
(1996) 

Type of study Main results 

Applied an annual water balance model to three . The model produced a 50% reduction in 

subbasins of the Nile basin, the Upper White 

Nile, So bat and Blue Nile/ Atbara. 

Review of future changes in temperature and 

rainfall based on GCM results for the Nile basin. 

Used hydrologic models of the Blue Nile and 

Lake Victoria to assess impacts of future climate 

change on Nile flows. Sensitivity analysis of 

hypothetical changes in rainfall and evaporation, 

and a set of seven equilibrium GCM scenarios 

for 2025. 

The correlation between sea surface temperatures 

in the tropical Atlantic and Indian Oceans and 

East African rainfall. 

14 

mnoff in the Blue Nile catchment due to 

a 20% decrease in rainfall. 

Qualitative discussion of their 

implications for Nile flows. 

They obtained a range ( due to differences 

between GCM scenarios) of -9% to 

+ 12% change in mean annual Nile flows 

for 2025. Results were used to estimate 

changes in the availability of Nile water 

in Egypt based on the Nile Waters 

Agreement. 

Suggest that spectral peaks around 5 

years may be associated with similar 

peaks of sea surface temperatures in the 
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Strzepel< :nd 
Yate~ (1996) 

Meigh, et al., 
(1998) 

<%view of literatures 

Spatially aggregated monthly water balance 

model used to explore the sensitivity of Nile 

flows to climate change. 

Estimates ·of the possible changes in temperature, 

rainfall, evaporation and nmoff for the decade of 

15 
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tropical Atlantic and Indian Oceans, 

which may ultimately be the link 

between East African rainfall and the 

ENSO phenomena. Extremely hi&h 

precipitation in an individual year can 

lead to dramatic changes in Lake 

Victoria or severe flooding below the ·· 

Blue Nile. One such occurrence was 

observed in 1961/62 _and was responsible 

for a profound 2.5 m increase in the level 

of Lake Victoria. 

Divergence between climate model 

results for the Nile basin; from a sample 

of four models two produced increases 

and two produced decreases in flows; 

The results showed fairly unifonn. 

increases in temperature of between 0.7 CODESRIA
 - L
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Yate~ and 
Strzepelf 

(1998) 

<R§view of fiteratures 

the 2020s as simulated by GCMs were compared 

to the reference period 1961-90. 

Follow-up study to Strzepek and Yates, (199ft 

Sutcliffe and Blue Nile and Atbara flow 
Parl,s, (1999) 
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and l .0°C across the whole basin. 

Changes in rainfall were much more 

variable, generally increasing by between 

0 and 19%, but with decreases in some 

areas. The expected changes in rnnoff are 

minor in most of the equatorial lakes 

basin, but quite substantial increases of 

30% or even more were projected for 

some parts of the Ethiopian highlands 

and southern Sudan. 

Five out of six climate models produced 

an increase in Nile flows at Aswan, with 

only one showing a small decrease. 

Showed Blue Nile and Atbara flow are 

variable and declined in the 1970s and 

1980s and Main Nile . stations showed 

high flow up to 1990 and the variable CODESRIA
 - L
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Bayoumi, 
(2006) 

Sene, (2000) 

Conway, 
(2000) 

<R$View of Bteratures 

Regional temperature trends 

Investigated the influence of Lake Victoria on 

flows in the Upper White Nile using a model that 

represented the main river channel by a series of 

interconnected lakes and swamps. 

Studied the spatial and temporal characteristics 

of climate in the region of central Ethiopia that 
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flows until 1970 and low flow smce 

1970. 

Reveals an average mcrease m 

temperature over the basin by 2-4.3°C by 

the 2050 predicted by the different 

experiments. Temperature changes are 

not unifonn over the basin, with higher 

temperature rises in the more arid_ regions · 

of Northern Sudan and most of Egypt 

and lower rises around the equator. 

The results indicated extreme sensitivity 

of White Nile flows to changes in Lake 

Victoria levels and outflows, in particular 

to variations in direct rainfall on the lake 

surface. 

He indicated that rainfall is highly 

seasonal with roughly 70% of the annual CODESRIA
 - L
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IPC(; (2001) 

Sene, et al., 
(2001) 

comprises the upper Blue Nile basin by 

constructing a 99-year basin-wide area average 

time series of rainfall (1900-1998) from 11 

gauges each with over 25 years length of record. 

Regional temperature trends 

Used different modeling studies to model climate 

change imp_acts on the White Nile, and showed a 

very rough indication of the likely magnitude of 

those impacts. 

Strzepe}f. et al., Impacts - they used a sample population of 
(2001) 
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rainfall occurnng between June and 

September. He also showed that annual 

rainfall generally declines from over 

2000 millimeters in the south-west to less 

. than 1000 millimeters in the no1th-east. 

Trends for grid boxes located in Sudan 

and Ethiopia in the order of +0.2-

0.30C/decade (+0.2) from 1946 to 1975. 

Their overall conclusion from all 

methods is that climate change may lead 

to a slight increase in White Nile flows; 

and climate change scenarios for the Nile 

are dependent not only on the input 

climate and hydrological data and 

climate change scenarios, but also on the 

type of model used and its fonnulation. 

A propensity for lower Nile flows (in 8 
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Tate, et al., 

(2004) 

Conway, 
, (2005) 

~ of Citeratures 

climate . change scenanos for the basin that 

incorporate uncertainties due to differences 

between climate models, climate sensitivity 

estimates, and emission pathways. They selected 

nine representative scenarios from the full range 

to produce Nile flow scenarios using a suite of 

water balance models. 

Analyzed the sensitivity of the water balance of 

Lake Victoria to climate change using HadCM3 

A2a and B2 emission scenarios. 

The effects of climate variability in the Ethiopian 

Highlands and Lake Victoria. 
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out of 8 scenarios). The wet scenano 

only pr~duced moderate increases from 

the 2040 onwards, whilst 3 ( 4) of the 

flow scenarios produce large and rapid 

changes in flows of the order of 40-50% 

(20-40%) reductions in flow by 2025 

(2020) and over 60% (Roughly 30-60%) 

by 2050. 

Indicated that changes in annual rainfall 

and evaporation derived from HadCM3 

implied that declines in water levels 

would occur during the 2021-2050 time 

horizon. This contrasted with projected 

increases in water levels later in the 

centmy (2070-2099). 

The effects of climate variability in the 

Ethiopian Highlands and Lake Victoria CODESRIA
 - L

IB
RARY



~ of literatures 

Beyene, et al., Runoff of all the tributaries of the Blue Nile are 

(2007) in the highlands of Ethiopia 

Kim, et al., Evaluated the impacts of climate change on both 

(2008) hydrolo~ic regimes and water resources of the 
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are shown to have caused significant 

interannual and interdecadal variability 

in the Nile River flows. He noted that, 

although there is low converge1i.ce among 

GCM simulations of rainfall, climate 

scenarios of rising temperatures are more 

consistent and could lead to large 

increases in evaporation because of the 

large expanses of open water and 

inigated agriculture in the Nile River 

basin. 

All the tributaries of the Blue Nile are in 

the highlands of Ethiopia, and the bulk of 

their runoff (70% on average) occurs 

between July and September. 

They suggested that the climate in most 

of the upper Blue Nile River basin is CODESRIA
 - L
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Setegn, et al., 

(2008) 

Elshamy, et al., 

(2009) 

~ of literatures 

upper Blue Nile basin m Ethiopia using the 

outcomes of multiple general circulation models 

(GCMs) to pe1turb the baseline climate scenario 

representing the current temperature and 

precipitation patterns. They used a two-tank 

hydrologic model. 

Used Soil and Water Assessment Tool (SWAT) 

for hydrological modeling in the Tana basin, 

which is a subcatchment of the Blue Nil€,, 

Ethiopia. 

Analyzed the output of 17 general circulation 

models (GCMs) included in the 4th IPCC 

assessment report (IPCC, 2007) for the period of 

2081-2098 for the upper Blue Nile basin. 
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likely to become wetter and wanner in 

the 2050 (2040-2069), and mid-to-long 

te1m droughts are likely to become less 

frequent in the entire basin although 

uncertain with the accuracy of GCMs 

and limited data availability for the 

hydrologic model. 

They found that the SWAT model can be 

used to investigate the impacts of various 

land use/cover, climate and management 

scenaiios on the water resources of the 

catchment. 

They concluded that there · is no 

consensus among the GCMs on the 

direction of precipitation change. They 

found that changes in annual 

precipitation range between -15% to CODESRIA
 - L
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Mulugeta, 

(2009) 

<R§view of Eiteratures Cliapter II 

+ 14% but more models reported 

reducdons (10) than those reporting 

increases (7), though the ensemble mean 

of all models showed almost no change 

in the annual total rainfall. They noted 

that all models predict the temperature to 

increase between 2°C and 5°C and 

· consequently the potential 

evapotranspiration to increase by 2-14% 

although uncertainties in the direction of 

precipitation., 

This study mainly deals with evaluation of the The performance of the model was assessed 

climate change impact on the Gilgel Abay through calibration and validation process 

reservoir which is found in Upper Blue Nile Basin, and resulted R2=0.82 during calibration and 

using the reliability, resilience and vulnerability R2=0.8 during validation. The projected 

indices (RRV-criteria). Projection of the future future climate variable shows an increasing 

. climate variables is done by using General trend for both maximum and minimum 
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Circulation Model (GCM) which is considered as temperature however, for the case 

the most advanced tool for estimating the future precipitation it doesn't manifest a systematic 

climatic condition. 

23 

mcrease or decreasing trend in the next 

century. The evaporation from the open 

water surface of reservoir reveals an average 

annual increase by 2.1 % when the projected 

average annual temperature and 

precipitation increases from the baseline 

period by an amount of 0.53°C and 0.82 % 

respectively in 2020 under the A2a emission 

scenano, when · the average annual 

temperature is rise by 1.15 °C and the 

precipitation increase by 0.85 % in 2050 

with A2a emission scenario, the reservoir 

open water evaporation will expected to 

increase by 6 %, while in the time horizon 

of 2080, the precipitation shows an increase CODESRIA
 - L
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amount by 1.6 % and the temperature rise 

1.97°C consequently the open water 

evaporation is expected to rise by 22 % for 

the same A2a emission scenario. 

Lake Tana's flow system is governed by four main 
Results show that runoff from ungauged 

components: the inflow from surrounding river 
catchments is around 880 nun per year for 

catchments into the lake, the outflow at Bahir Dar 

through the Blue Nile, the direct rainfall on the 

lake and the direct evaporation from the lake. 

While recent studies applied simple pragmatic 

approaches to estimate runoff from ungauged 

the simulation period 1995-2001 with a 

water balance closure error of 5%. In 

addition, use is made of river and lake water 

chemistry to arrive at an estimate of the 

unknown inflow and outflow components 

through the mixing cell approach. The 

results obtained with this method also 

catchments, here emphasis is placed on more 

advanced approaches based on regionalization and 

spatial proximity principles. rainfall-runoff 
provide independent infonnation with 

modelling of gauged catchments are transferred to 
regard to the errors in the individual water 

ungauged catchments to allow runoff simulation. 
balance components. 

Lake areal rainfall is estimated by interpolation of 
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the ram gauges around the lake, open water 

evaporation is estimated by the Penman­

combination equation while observed inflows and 

outflow data are directly used in the lake water 

balance. 

The water balance closure tenn was established by 

comparing the measured lake levels with the 

calculated levels. 
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DATA AND METHODS 

3.1. Data 

I Cliapter III 

In order to investigate climatic variability on Nile River water 

resources and its flood fluctuations, our attention fixed to variability of 

meteorological elements due to global or regional changes. Twenty-six 

stations covering different parts of Ethiopia have been chosen to study the 

variability of their data sets. The specifications of stations are listed in 

(Table 3 and Figure 4). 

The climate data are consisted of mean monthly and annual records of 

temperature (minimum and maximum), precipitation. Annual means are the 

means of all 12 months from a respective year; seasonal classification of the 

region, especially over Ethiopia, is from February to May,. June to 

September and October to January called Belg, Kiremt and Bega, 

respectively. 

The main data used m the present study were assembled from several 

sources: 

1. The Global Historical Climate Network Dataset (GHCN). GHCN 

rep01is data by year and month. Monthly means ware calculated for the 

1950-2000 period. GHCN has data for precipitation, mean temperature, 

and minimum and maximum temperatures. 

2. World weather records (volume 1-2-3-5). Data for periods 1951-1960, 

1961-1970, 1971-1980 and 1981-1990 (National climatic data centef. 

These records are of monthly mean values of station pressure, sea level 

pressure, temperature, and monthly precipitation for stations listed in 

prev10us volumes. In addition to these parameters, mean monthly 
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maximum and minimum temperature have been collected for many 

stations and are archived in digital files by the national climatic data 

center, USA. New stations have been included. 

3. Some climate information used _in this study is represented by original 

data; the required data has been extracted from the reports of Ethiopia 

Meteorological Authority, Addis Ababa, Ethiopia. 

4. Stream flow gauging stations were selected at points controlling the 

major area of the catchments. Monthly mean stream flow observations at 

five hydrological stations situated in the Nile were used: Aswan, 

Khartoum, Malakal, Eddim and Dongola. The stream flow data set for 

the Nile has been supplied by the Ministry of Water Resources and 

Irrigation of Egypt. 
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Table (3 ): Selected weather stations of Ethi_opia and their general geographic 
information. 

Number of 
Station WMO 

63450 Addis Ababa 

63500 ArbaMinch 

63043 Assosa 

63453 Awash 

63460 Awassa 

63332 Bahar Dar 

Bati 

63333 Kombolcha 

63334 Debre Markos 

Debre Zeit 

Dessie 

63471 Dir.edawa 

Gambela 

63402 Jima 

Gode 

63331 Gondar 

63403 Gore 

63451 Harar 

63473 Jijiga 

63330 Mekele 

63453 Metehara 

63533 Negele 

Nekemte 

Robe 

Sibu Sire 

Wonji 

Longitude (E) Latitude (N) Altitude (m) 

38.7 9.03 2408 

37.55 6.05 1219 

34.52 10.07 1560 

40.18 10.09 1052 

39.48 7.08 1700 

37.42 11.06 1770 

40.02 11.2 -
39.73 11.12 1916 

37.67 10.33 2515 

38.95 8.73 1900 

39.63 11.12 2460 

41.51 9.36 1260 

34.52 8.25 450. 

36.43 7.47 1676 

44.58 5.9 -

37.04 12.05 2004 

35.53 8.15 2002 

42.01 9.18 2100 

42.47 9.02 1775 

39.05 13.05 2212 

39.92 8.86 1062 

39.57 5.33 1544 

36.45 9.08 2080 

40.3 7.08 2450 

36.09 9 1750 

39.25 8.48 1540 
... 

(Source: Ethiopia Meteorological Au thoritJ} 
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Figure (4): Location of climatic stations used in this study in Ethiopia. 

(Souue: Ethiopia Meteorological Authorit'J! 
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3.2. Methodology 

The following statistical approaches were used in the present study. 

Different statistical methods could be applied to study the basic properties of 

the time series, temperature variations and amount rainfall variations. 

3.2.1. Evaluation of station time series 

3.2.1.1. Missing data 

The best methods of estimating missing data are in general depend 

upon the statistical properties of the data. In climatology, the most impo1iant 

factors are the inter-correlations in the station network and the seasonal 

variations in the relatioris between the stations. The following methods for 

estimating missing data are used in this study (Xia, et al., 1999) 

A. Simple arithmetic averaging (AA) 

This is the simplest method which is commonly used to fill the 

missing meteorological data in meteorology and climatology. The missing 

data are obtained by arithmetically averaging da,ta of the five closest weather 

stations around a station (Which had missing data) (Kemp,et al., 1983). 

B. Closest station method (CSM) 

The closest station was identified, the missing data were estimated 

from the data of the closest station, and were adjusted by the ratio of the 

long-tenn means for that month. The method will be used for precipitation 

only (Xia, et al., 1999). 

C. Estimation methods for replacing missing values in SPSS: 

• Series mean replaces missing values with the mean for the entire 

senes. 

• Mean of nearby points (moving average) replaces missing values 

with the mean of valid smTmmding values. The span of nearby points 
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is the number of valid values aqove and below the missing value used 

to compute the mean. 

• Median of nearby points replaces missing values with the median of 

valid surrounding yalues. The span of nearby points is the number of 

valid values above and below the missing value used to compute the 

median. 

• Linear interpolation replaces missing values usmg a linear 

interpolation. The last valid value before the missing value and the 

first valid value after the missing value are used for the interpolation. 

If the first or last case in the series has a missing value, the missing 

value is not replaced. 

• Interpolation is a method used to determine a present or future value 

factor when the exact factor does not appear in either a present or 

future value table. Interpolation assumes that the change between two 

values is linear and that the margin of error is insignificant (IBM, 

2010). 

Linear interpolation involves estimating a new value by' connecting 

two adjacent known values with a straight line. 

If the two known values are (x1, y1) and (x3, y3), then the y2 value for 

some point x2 is: 

y. _ Y1 + (X2 - X1)lY3 - Y1) 
2-

(X3 - X1) 

Note: Linear interpolation works best when the function is . not 

changing quickly between known values (Paulhus and Kohler, 1951;. 

• Linear trend at- point replaces missing values with the linear trend 

for that point. The existing series is regressed on an index variable 
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scaled I to n. Missing values are replaced with their predicted values 

(Tronci, et al., 1986) 

3.2.1.2. Quality control 

The identification of outliers has been the primary emphasis of quality 

control work (Mer~ 2005). Outliers are values greater than a threshold value 

specific for each time series, defined by 

Pout= q0.75 + 3IQR 

Where q0_75 is the third quartile and IQR is the interquartile range. In 

order to reduce the size of distribution tails and make a safer use of the 

nonresistant homogeneity testing methods used later, also to keep the 

information from extreme events, outlier values of each annual precipitation 

series were replaced by the unique Pout value (Mert, 2005). 

3.2.1.3. Control charts 

A control chaii provides a basis for deciding whether the variation in 

the output is due to common causes (in control) or assignable causes (out of 

control). Whenever an out-of-control situation is detected, adjustments 

and/or other con-ective action will be taken to bring the process back into 

control (Aguilar, et al., 2004) 

Control charts can be classified by the type of data they contain. An Y 

chart is used if the quality of the output is measured in terms of a variable 

such as length, weight, temperature, and so on. In that case, the decision to 

continue or to adjust the production process will be based on the mean value 

found in a sample of the output. To introduce some of the concepts common 

to all control charts, let us consider some specific features of an Y chart. 

The two lines labeled UCL and LCL are impo1iant in dete1mining 

whether the processis in control or out of control. The lines are called the 
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upper control limit and the lower control limit, respectively. They are chosen 

so that when the process is in control, there will be a high probability that· 

the value of Y will be between the two control limits. Values outside the 

control limits provide strong statistical evidence that the process is out of 

control and corrective action should be taken (Aguilar, et al., 2004) 

Control Limits for an Y Chart: Process mean and standard deviation 

known. 

UCL= J-' + 3a 

LCL = µ- 3a 

µ: mean and ci: standard error 

3.2.1.4. Homogeneity test for temperature 

Climate data can provide a great deal of information about the 

atmospheric environment that affects almost all aspects of human life. To be 

accurate, the climate data used for long-term climate analyses, particularly 

climate change analyses, must be homogeneous. 

A homogeneous climate time series defined as one where variations 

caused 01ily by variations in weather and climate. Inhomogeneities in station 

data records are often caused by changes in observational routines, among 

which are station relocations, changes in measuring techniques and changes 

in observing practices (El-Tantawi, 2005). 

A data series said to be homogeneous if it is a sample from a single 

population. Hence by definition a clim~tological series is homogeneous and 

elementary probability analysis must be applied only !O climatological 

series. 

Bartlett's test used to test if k samples have equal variances. Equal 

variances across samples called homogeneity of variances. Some statistical 
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tests, for example the analysis of variance, assume that variances are equal 

across groups or samples. The Bartlett test can be used to verify that 

assumption. Bartlett's test is sensitive to departures from nonnality. That is, 

if one's samples come from non-nonnal distributions, then Bartlett's test may 

simply be testing for non-n01mality (Mitchell, et al., 1966) 

The Bartlett test defined as: 

Ho: cr1= cr2 = .......... = crk 

Ha: CTi f. CTj for at least one pair Ci) 

The Bartlett test statistic designed to test the equality of variances across 

groups against the alternative that variances are unequal for at least two 

groups. 

N- K lnS'f;- L~'.;..lNi - 1) lnS{ 
T=----------------~ 

1+ 1 "1k 1 1 
3 k- 1 L..ia:lC(Ni - 1) (N - K) 

In the above, Si2 is the variance of the ith group, N is the total sample 

size, Ni is the sample size of the ith group, k is the number of groups, and 

Sp2 is the pooled variance. The pooled variance is a weighted average of the 

group variances and defined as: 

Significance Level: a 

The variances are judged to be unequal if, 

T > X(;,l,K-1) 
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Where Xfa,K-l) are the upper critical value of the chi-square 

distribution with k-1 degrees of freedom and significance level of a. 

In the above formulas for the critical regions, the Handbook follows 

the convention that X2 
a is the upper critical value from the chi-square 

distribution and X2
ci-a) is the lower critical value from the chi-square 

distribution (Mitchell, et al., 1966) 

3.2.1.5. Homogeneity test for rainfall 

Reliable rainfall records are usually vety important in reaching useful 

decisions for the many applications of climatology and hydrology. A 

precipitation record can be considered homogeneous· when a sequence of 

monthly or annual rainfall amounts is stationary (Mohamed, 2006). 

The rainfall records over a long period may reflect non-uniform 

conditions (Nonhomogeneity). This could be due to a change in the 

observation site, or changes in the instrnmentation or the location of the rain 

gauge with respect to obstrnctions such as trees, buildings, and the frequency 

of the observation. The observer also plays an important role in generation 

of the uncetiain e1rnrs of the observation and error caused by low intensity 

precipitation below the resolution of the instrnment is also common. Non­

homogeneity can lead to serious bias in the analysis of the precipitation data 

i.e. slippage of mean, trend or some oscillation that may lead to difficulty in 

understanding of the climate. Various methods of evaluating the 

inhomogenity of monthly or annual precipitation were described by EI­

Tantawi, 2005 

The Von Neumann's ratio (N) is one of the methods used to test the 

homogeneity in a data series. Von Neumann's ratio has been used in 

homogeneity testing of rainfall (Buishand, 1982) . . 
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The Von Neumann's ratio tends to be smaller than one for a non-

homogenous rainfall series with a jump in the mean. Also where there is 

more than one jump in the mean, the denominator tends to be larger 

resulting in values below one (Buishand, 1982). 

Where: 

Y = amount of rainfall (mm) 

Y = average of the Yis 

i = i1
h month 

3.2.2. Trend analysis of temperature and precipitation 

Trends of temperature and rainfall over Ethiopia were computed from 

the available data, from 1950-2005, as a "long-te1m trend. 

Many time series have graphs, which at first glance appear fairly 

erratic in nature, but on closer inspection a general pattern can be observed 

over a long period of time. This long-te1m effect called the trend of the 

graph and is either a steady increase or decrease. If a particular time series is 

neither increasing nor decreasing over its range of time, it said to contain no 

trend. The trend can take a variety of shapes, and if the change from one 

period to the next is relatively constant, the trend is linear and can be 

represented by the usual equation of a straight line. 

y=mx+c 

However, trends may slow down- or accelerate over the period and so 

would in these cases given by some other equation such as a quadratic. In 

time series analysis one of the most important first steps is to identify the 

trend. Many methods can be employed to do this, one of the most successful 
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being moving averages which will be discussed sho1ily. Seasonal variation 

refers to the periodic increases or decreases that occur within a calendar year 

in a time series (Thom, 1966). 

3.2.2.1. The least squares method · 

The trend of temperature and rainfall variation could be studied by the 

method of least squares using line of the regression with time as independent 

variable. The slope of the regression line is computed and the corresponding 

relation could be easily found (Thom, 1966). 

A simple linear regression analysis, namely the least square method or 

linear regression is used to detect climatic trends over time series at all 

stations under investigation, as the trend is the basic tool for describing and 

analysing the changes of climate parameters. 

The least-square method (y) is a linear function of (x) 

y=mx+b 

Where the slope of the line is given by "m" (y over x) and the 

intercept of they axis is given as "b". For "N" data pairs, the equations used 

to find the slope "m" and intercept "b" are: 

(}:y}:x2 - }:x}:xy) 
b = (NI xz - (}:x)z) 

(N}:xy- }:y}:x) 
1n=-------

(N}:xz - (}:x)Z) 

3.2.2.2. Quadratic trends 

The goal is to forecast future observations given a linear function of 

observables. In the case of trend estimation, these observables are functions 

of the time index. 
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A quadratic equation in the form y=kx"2 (simplest form) has a 

dependent variable x which is to the second power, and a dependent y to the 

first. Here the x could take 2 different values for the same y. 

Quadratic model (y = ax + bx2 + c) 

3.2.2.3. Cubic trends 

We used the following cubic function to express the climatic element 

as a non-linear function of time t: 

Where b0, b1, b2 and b3 are empirical constants and calculated from 

observational data using least squares method. Short te1m climatic change 

(from several years to a dozen years scale) could be well reflected by Cubic 

function fitting curve (Chen, et al., 2010, and according to interim extreme 

values from the Cubic function, we could analyze the transformation 

character of element change qualitatively. A minimum value would 

correspond to the time when the element value turned from descending to 

ascending; a maximum value would correspond to the element value turning 

from ascending to descending (Wang, et al., 2004). 

3.2.2.4. Exponential trends 

To model this we will use an exponential trend 

Tr = ec+ax 

Some time series which are growing (rainfall and temperature) are 

exponentially increasing. Percentage changes are stable in the long run; 

these series cannot be fit by a linear trend. So we can fit a linear trend to 

their (natural) logarithm. : 
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3.2.3. Mann-Kendall test for trend detection 

The Mann-Kendall test is based on the null hypothesis that a sample 

of data is independent and identically distributed, which means that there is 

no trend or serial correlation among the data points. The alternative 

hypothesis is that a trend exists in the data. First the statistic defined by 

variable S was computed which is the sum of the difference between the data 

points for a series {x1 •••••• x0 } come from a population where the random 

variables are independent and identically distributed shown in Esq.(1) 

+ 1 e > o 
S = I};~;t:~:J-Hi sgn(J:j - xi), WIZ!ere sgn = O If 8 = O (I) 

-1 e < 1 

Salmi, et al., (2002) detennined that the statistics S is normally 

distributed when n 2:: 8 allowing for the computation of the standardized test 

.statistics Z which represent an increasing or decreasing trends respectively. 

For the statistical trend test used in this study a 5-percent level of 

significance was selected. The 5- percent level of significance indicates that 

a 5-percent chance for e1rnr exists in concluding that a trend is statistically 

significant when in fact no trend exists. 

s-1 

Z= 
V(S) 

0 
S+l 

V(S) 

If 
s > 0 
s = 0 
s < 0 

Where Var(S), the variance of the data point is given by, 

(2) 

1 "m Var s = 
18 

n n - 1 2n + 5 - L..i:=l t 1 ti - 1 (2ti + 5) (3) 

Where m is the number of tied (i.e., equal values) groups in the data 

set and ti is the number of data points in the i1
h tied group. Under the null 

hypothesis, the quantity z defin~d in the following equation is approximately 
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standard normally distributed even for the sample size n = 10. The positive 

values of S indicate upward trends whereas negative S value indicate 

downward trend (Salmi, et al., 2002; El-Tantawi,2005). 

The slope of the data set can be estimated using the Thiel-Sen 

Approach (4). This equation is used instead of a linear regression because it 

limits the influence that the outliers have on the slope. To nonnalize the 

slopes calculated for streams of different size, the mean flow value of each 

parameter and station was used to find a percent change in flow rate. 

X· - X· 1
. • 

1 
For all i < j 

J - I. 
p = Median (4) 

Mann-Kendal approach requires the data to be serially independent. 

Serial correlation indicates the relation between a data point and its adjacent 

point. If the data are positively serially correlated then the Mann Kendal 

approach by itself tends to overestimate the significance of a trend. If, on the 

other hand, the data ~ave a negative serial correlation then the significance 

of the trend is underestimated (Yue, et al., 2002). 

(5) 

To correct the serial correlation in the data a fonn of pre-whitening of 

the sample has been used (Yue, et al., 2002). 

Where X1 is the series value at time t, p is the slope calculated using 

Equation (5), and Y1 is the detrended series. When the trend is removed from 

the data then an estimate of the lag-I sample serial correlation using the 

detrended series is calculated using Equation (7). The use of an 

autoregressive AR (I) model is justifieo due to the weak serial correlation 

present in most hydrological time series. The lag-1 serial coefficient is 

calculated after the trend was removed in order to preserve the initial trend 

(Yue, et al., 2001; El-Tantawi, 2005). 
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(6) 

If lag-I serial correlation coefficient (rk) 1s not significant at 5% 

significance level, then the Mann-Kendall test is applied to the original time 

series. Otherwise it is removed from Y1 as: 

(7) 

This procedure is known as the Trend-Free Pre-Whitening (TFPW) 

procedure. The third step is to add the trend back to Y' 1 by using Equation 

(8) and then the Mann- Kendall test is conducted on this new series. 

Y = Yt + f3t (8) 

3.2.4. Low pass filter 

To understand the nature of this trend, the series was subjected to a 

"Low-pass filter" (Mitchell, et al., 1966), thus suppressing the high­

frequency oscillations. The filter defined by equation (1) has a response 

function that depends on frequency. The weight used was the nine ordinates 

of the Gaussian probability curve (0.01, 0.05, 0.12, 0.20, 0.24, 0.20, 0.12, 

0.05, and O.OI). The response curve of the Gaussian low-pass filter has a 

response function that is equal to unity at infinite wavelengths; It than tails 

off asymptotically to zero with decreasing wavelength. The response is 

approximately 

R (f) = exp [-2 II 2 crg f2] 

(1) 

(2) 

Where is crg was the appropriate standard deviation (i.e., 6crg =:= 10 Year). The 

trend was not linear but oscillatory, consisting of periods of more than 10 yr 

in duration (Mitchell, et al., 1966) 
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3.2.5. The Correlation coefficient 

The correlation is one of the most common and most useful statistics. 

A correlation is a single number that describes the degree of relationship 

between two variables. There are several different correlation techniques. 

The most common type, called the Pearson or product-moment correl1:1tion. 

The module also includes a variation on this type called pai1ial con-elation. 

The latter is useful when you want to look at the relationship between two 

variables while removing the effect of one or two other variables (Thom, 

1966). 

If r is close to 0, it means there is no relationship between the 

variables. If r is positive, it means that as one variable gets larger the other 

gets larger. If r is negative it means that as one gets larger. 

The Pearson Product-Moment Correlation Coefficient (r), or 

correlation coefficient for short is a measure of the degree of linear 

relationship between two variables, usually labeled X and Y (Daniel, S.W., 

1995). 

The fonnula for the c01Telation is: 

r= 

N = Number of pairs of scores 

Ixy = Sum of the pro4ucts of paired scores 

Ix = Sum of x scores 

IY = Sum ofy scores 

Ix2 = Sum of squared x scores 

Iy2 = Sum of squared y scores 

The co11"elation coefficient may take any value between plus and minus one. 
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-1:5r:5+1 

The sign of the correlation coefficient(+,-) defines the direction of 

the relationship, either positive or negative. A positive correlation coefficient 

means that as the value of one variable increases, the value of the other 

variable increases; as one decreases the other decreases. A negative 

correlation coefficient indicates that as one variable increases, the other 

decreases, and vice-versa. · 

3.2.6. Computer-used programs 

Illustrations and data analyses contained in this study were achieved 

using different programs: Minitab, SPSS 17, Excel 2007 and Surfer 8. 
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3.2.7. Time series analysis 

Time series (TS) data refers to observations on a variable that occur in 

a time sequence. Mostly these observations are collected at equally spaced, 

discrete time intervals. When there is only one variable upon which 

observations are made then we call them a single time series or more 

specifically a univariate time series. A basic assumption in any time series 

analysis/ modeling is that some aspects of the past pattern will continue to 

remain in the future. Also under this set up, the time series process is based 

on past values of the main variable but not on explanatory variables which 

may affect the variable/ system. So the system acts as a black box and we 

may only be able to know about 'what' will happen rather than 'why' it 

happens. So if time series models are put to use, say, for instance, for 

forecasting purposes, then they are especially applicable in the 'short term'. 

Here it is assumed that infonnation about the past is available in the form of 

numerical data (Box, et al., 1994). 

Idealfy, at least 50 observations are necessary for performing TS 

analysis/ modeling, as propounded by Box and Jenkins who were pioneers in 

TS modeling. 

3.2.8. Sample size 

Building an ARlMA model requires an adequate sample size. Box 

and Jenkins [suggest that about 50 observations is the minimum required 

number. Some analysts may occasionally use a smaller sample size, 

interpreting the results with caution. A large sample size is especially 

desirable when working with seasonal data (Gerretsadikan and Sharma, 

2011). 

44 

.. ·! 

·. ·~~ .... ~~ --~---:.·ift.---'_~:: 
. - .. ~.--

CODESRIA
 - L

IB
RARY



(l)ata anti metliotfs I Cliapter III 

3.2.9. Time Series components and decomposition 

An important step in analysing TS data is to consider the types of data 

patterns, so that the models most appropriate to those patterns can be 

utilized. Four types of time series components can be distinguished. They 

are: 

I. Horizontal - when data values fluctuate around a constant value 

II. Trend - when there is long te1m increase or decrease in the data 

III. Seasonal - when a series is influenced by seasonal factor and recurs on 

a regular periodic basis 

IV. Cyclical - when the data exhibit rise and falls that are not of a fixed 

period 

Many data series include combinations of the preceding patterns. After 

separating out the existing patterns in any time series data, the pattern that 

remains unidentifiable form the 'random' or 'error' component. Time plot 

(data plotted over time) and seasonal plot (data plotted against individual 

seasons in which the data were observed) help in visualizing these patterns 

while exploring the data. A crude yet practical way of decomposing the 

original data (ignoring cyclical pattern) is to go for a seasonal decomposition 

either by assuming an additive or multiplicative model viz. 

Yt = Tt + St+ Et or Yt = Tt. St. Et 

Where 

Yi - Original TS data 

Ti - Trend component 

Si - Seasonal component 

E1 - En-or/ IlTegular component 
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If the magnitude of a TS varies with the level of the series then one 

has to go for a multiplicative model else an additive model. This 

decomposition may enable one to study the TS components separately or 

will allow workers to do trend or to do seasonal adjustments if needed for 

further analysis (Box, et al., 1994; Gerretsadikan and Sharma, 201). 

3.2.10. Moving averages and exponential smoothing methods 

3.2.10.1. Simple moving averages 

A Moving Average (MA) is simply a numerical average of the last N 

_data points. There 'is prior MA, centered MA etc. in the TS literature. In 

general, the moving average at time t, taken over N periods, is given by: 

MP1 = (Tt + T1.1 + ....... + Tt-N+l)/N 

Where Yt is the observed response at time t. Another way of stating 

the above equation is: 

Mt1 = M1.i111 + (Yt - Yt-N)/N 
At each successive time period the most recent observation is included 

and the farthest observation is excluded for computing the average. Hence 

the name 'moving' averages. 

3.2.10.2. Double moving averages 

The simple moving average is intended for data of constant and no 

trend nature. If the data have a linear or quadratic trend, the simple moving 

average will be misleading. In order to correct for the bias and develop an 

improved forecasting equation, · the double moving average can be 

calculated. To calculate this, simply treat the moving averages Mt[JJ over 

time as individual data points and obtain a moving average of these averages 

(Naill and Momani,2009). 
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3.2.11. Stationary of a TS process 

A TS is said to be stationary if its underlying generating process is 

based on a constant mean and constant variance with its autocorrelation 

function (ACF) essentially constant through time. Thus, if different subsets 

of a realization are considered (time series 'sample') the different subsets will 

typically have means, variances and autocorrelation functions that do not 

differ significantly. 

A statistical test for stationary is the most widely used Dickey Fuller 

test. To carry out the test, estimate by the regression model. 

Where y't denotes the differenced se1ies (yt-yt-1). The number of 

terms in the regression, p, is usually set to be about 3. Then if Dis nearly 

zero the original series yt needs differencing and if D <O then yt is already 

stationary (Naill and Momani,2009). 

3.2.12. Autocorrelation functions 

3.2.12.1. Autocorrelation 

Autoc01Telation refers to the way the observations in a time series are 

related to each other and is measured by the simple correlation between 

current observation (Y1) and observation from p periods before the current 

one (Yi-p). That is for a given series Yi, autocorrelation at lag p = correlation 

(Yi, Y1_p) and is given by: 

r = ·P 

11-p - -
Lt=l Yt - Y (Yt-p - Y) 

n -2 
Lt=1 Yt - y 

It ranges from - I to + I. Box and Jenkins have suggested that 

maximum number of useful rP are roughly n/4 where n is the number of 

periods upon which information on Yi is available (Box, et al., 1994). 
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3.2.12.2. Partial autocorrelation 

Partial autoconelations are used to measure the degree of association 

between Yi and Yi-p when the Y-effects at other time lags 1, 2, 3, ... ,p-1 are 

removed. 

3.2.12.3. Autocorrelation function (ACF) and partial 

autocorrelation function (PACF) 

Theoretical ACFs and PACFs (Autocorrelations versus lags) are 

available for the various models chosen. Thus compare the co1Telograms 

(plot of sample ACFs versus lags) with these theoretical ACF/ PACFs, to 

find a reasonably good match and tentatively select one or more ARIMA 

models. The general characteristics of theoretical ACFs and PACFs are as 

follows:- (here 'spike' represents the line at various lags in the plot with 

length equal to magnitude of autocorrelations) (Montgomery and Johnson, 

1967). 

3:2.13. ARIMA modeling 

In general, an ARIMA model is characterized by the notation ARIMA 

(p,d,q) where, p, d and q denote orders of auto-regression, integration 

( differencing) and moving average respectively. In ARIMA, TS is a linear 

function of past actual values and random shocks. 

For-instance, given a time series process {Yi}, a first order auto­

regressive process is denoted by ARIMA (1, 0, 0) or simply AR(l) and is 

given by: 

Yr= µ+[lYt-I+W 

And a first order moving average process 1s denoted by ARIMA 

(0,0,1) or simply MA(l) and is given by: 

. Yt = µ-[i I [/.1+W 
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Alternatively, the model ultimately de1ived, may be a mixture of these 

processes and of higher orders as well. Thus a stationary ARIMA (p, q) 

process is defined by the equation: 

Yt= qy1-1+ C1Y1-2+ ........ +q,Y1-p- D1CJ1-D2Cl-2- ....... - Dqq-q+q 

Where Q "s are independently and normally distributed with zero 

mean and constant variance cr2 for t = 1,2, ... n. The values of p and q, in 

practice lie between O and 3 (Gerretsadikan and Sharma, 201). 

3.2.14. Seasonal ARIMA Modeling 

Identification of relevant models and inclusion of suitable seasonal 

variables are necessary for seasonal modeling and their applications, say, 

forecasting production of crops. Seasonal forecasts of production of 

principal crops are of greater utility for planners, administrators and 

researchers alike. Agricultural seasons vary significantly among the states of 

India. For example, Tamil Nadu has unique three-season cropping pattern 

for paddy crop whereas two-season paddy rules elsewhere in the country. 

Thus,seasonal forecasts of crop production can also be made using seasonal 

ARIMA models. 

The Seasonal ARIMA i.e. ARI~ (p,d,q) (P,D,Q)S model is defined 

by: 

Where: 

[j,(B)=l-[\B-...... -qBP 

Dq(B) = 1-l-01B- ...... -DqBq 

B is the backshift operator (i.e. B Y1= Y1_1, B2Y1 = Y1•2 and so on), "S" 

the seasonal lag and 'Q' a sequence of independent normal error variables 

with mean O and variance cr2
• 0's and Os are respectively the seasonal and 
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non-seasonal autoregressive parameters. 0's and :::-I's are respectively 

seasonal and non-seasonal moving average parameters, p and q are orders of 

non-seasonal autoregression and moving average parameters respectively 

whereas P and Qare that of the seasonal auto regression and moving average 

parameters respectively. Also d and D denote non-seasonal and seasonal 

differences respectively (Salas and Boes, 1980). 

3.2.15. The Art of ARIMA model building 

A. Identification 

The foremost step in the process of modeling is to check for the 

stationarity of the series, as the estimation procedures are available only for 

stationary series. There are two kinds of stationarity, viz., and stationarity in 

'mean' and stationarity in 'variance'. A look at the graph of the data and 

stmcture of autocorrelation and partial correlation coefficients may provide 

clues for the presence of stationarity. Another way of checking for 

stationarity is to fit a first order autoregressive model for the raw data and 

test whether the coefficient'[\' is less than one. If the model is found to be 

non-stationary, stationarity could be achieved mostly by differencing the 

series. Or use a Dickey Fuller test. Stationarity in variance could be achieved 

by some modes of transformation, say, log transformation. This is applicable 

for both seasonal and non-seasonal stationarity "(Salas and Boes, 1980; 

Makridakis and Hison, 199!!}. 

Thus, if 'X1' denotes the original series, the non-seasonal difference of 

first order is: 

Yt=X1-Xr-1 

Followed by the seasonal differencing (if needed) 

Z1=Y1-Y1-s=(X1-X,_,)-(X1-s-X1-s-1) 
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The next step in the identification process is to find the initial values 

for the orders of seasonal and non-seasonal parameters, p, q, and P, Q. They 

could be obtained by looking for significant autocorrelation and partial 

autocorrelation coefficients. Say, if second order auto correlation coefficient 

is significant, then an AR (2), or MA (2) or ARMA (2) model could be tried 

to start with. This is not a hard and fast rule, as sample autocorrelation 

coefficients are poor estimates of population autocorrelation coefficients. 

Still they can be used as initial values while the final models are achieved 

after going through the stages repeatedly (Salas and Boes, 1980). 

B. Estimation 

At the identification stage, one or more models are tentatively chosen 

that seem to provide statistically adequate representations of the available 

data. Then precise estimates of parameters of the model are obtained by least 

squares as advocated by Box and Jenkins. Standard computer packages like 

Minitab, SPSS etc. are available for finding the estimates of relevant 

parameters using iterative procedures (Makridakis and Hison, 1991. 

C. Diagnostics 

Different models can be obtained for various combinations of AR and 

MA individually and collectively. The best model is obtained with following 

diagnostics: 

• Low Akaike lnfonnation Criteria (AIC) 

AIC is given by AIC = (-2 log L + 2 m) where m=p+ q+ P+ Q and L 

is the likelihood function. Since -2 log L is approximately equal to { n(l +log 

2rc) + n log cl} where cr2 is the model MSE, AIC can be written as AIC={n 

(l+log 2rc) + n log cr2 + 2m}and because first tenn in this equation is a 

constant, it is usually omitted while comparing between models. As an 
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alternative to AIC, sometimes SBC is also used which is given by SBC= log 

cr2 + (m log n) In. 

• Non-significance of autocorrelations ofresiduals via Portmonteau tests 

(Q-tests based on Chi-square statistics)-Box-Pierce or Ljung-Box texts 

(Makridakis and Hison, 199f 

After tentative model has been fitted to the data, it is important to 

perform diagnostic checks to test the adequacy of the model and, if need be, 

to suggest potential improvements. One way to accomplish this is through 

the analysis ofresiduals. It has been found that it is effective to measure the 

overall adequacy of the chosen model by examining a quantity Q known as 

Box-Pierce statistic (a function of autocorrelations of residuals) whose 

approximate distribution is chi-square and is computed as follows: 

Q=Nir2G) 

Where summation extends from 1 to k with k as the maximum lag 

considered, n is the number of observations in the series, r G) is the 

estimated autocorrelation at lagj; k can be any positive integer and is usually 

around 20. Q follows Chi-square with (ktn1) degrees of freedom where m1 is 

the number of parameters estimated in the model (Al-Ansari and Baban, 

2005). 

A modified Q statistic is the Ljung-box statistic which is given by 

Q=n (n=2) Ir2 (j)/ (n-j) 

The Q Statistic is compared to critical values from chi-square 

distribution. If model is c01Tectly specified, residuals should be- unconected 

and Q should be small (the probability value should be large). A significant 

value indicates that the chosen model does not fit well (Al-Ansari, et al., 

2006). 
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3.2.16. Assessment of forecast performance 

A number of statistics are used to measure the forecast perfonnance. 

They include; the correlation coefficient r between the forecast Yi and the 

observed value Yi, the root-mean-square error (RMSE), the mean absolute 

error (MAE), and the bias. The referred four statistics may be detennined as 

(Al-Ansari and Baban, 2005). 

A. Mean forecast error: 

1 
MFE = - (Dt - Ft) 

]1_ 
, t=l 

B. Mean absolute deviation: 

1 
n 

MAD = - I Dt - Ftl 
n 

t=1 

C. Mean absolute percentage error: 

100 
MAPE= -

n 

D. Mean squared error: 

n 

t=l 

1l 

1 

(Dt - Ft) 
I Dt I 

MSE = - (Pt- Ft)2 
n 

l,;1, 

Where Dt: actual data, Ft: forecast data and n: number of data. 

In which Y is the mean of the data Y 1, ... , YN; Y is the mean of the 

predicted values y~1, ... , y~N; and N is the sample size. For a given 

regression model, the coefficient of multiple determination R2 is bounded 

between O and 1, with values closer to I denoting a better fitting model (Al­

Ansari, et al., 2006). 
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RESULTS AND DISCUSSION 

4.1. Missing data 

Estimation of missing climatological data is an important task for 

meteorologists, hydrologists and environment protection workers all over the 

world. Missing data are problematic for a number of reasons. First, most statistical 

procedures rely on complete-data methods of analysis (Kemp, et al., 1983). That is, 

computational programs require that all cases contain values for all variables to be 

analyzed. Thus, as a default, most statistical software programs exclude from 

analysis cases that have missing data cm any of the variables (Degaetano, et al., 

1995). 

Missing climate data existed at all weather stations (Table 4) due to 

relocation of a station or to interruptions in observations. 

In a first reading of the data, we detect a small percentage of missing data. 

We try to recover it by some statistical methods, when they were available. The 

final rate of missing value is changes from station to station over the total of 

monthly data (Precipitation, maximum and minimum temperature). Although, this 

percentage is low, the major problem is that missing data are grouped in 

continuous months, which affect some homogeneity test. (Table 4), shows the final 

total percentage of missing data for each station, and for each variable 

(Precipitation, maximum and minimum temperature). 

In Table (5), we compared between five methods for analyses of the missing 

data. To obtain the missing data by using some statistical methods (table 5) about 4 

missing values through limited period for station. After analyses of the data by 

these statistical methods we found that any one of these methods can be used to 

obtain the missing data and give the same result by a percent more than 99% 

(Figure 5). 
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Table (4) showed the percent of the missing data for each station for each 

element of the climatic elements. 

The percent of the missing data ranges from (0.7 to 2.8%) for all stations, it 

was low for each station data so the station that has data of about 30-year, contains 

360 values (12*30=360) and if the percent of the missing data was 2.8% (it means 

that the missing data equal 10 value from about 360 value). So it is low as 

regarding the sum of the total value. 
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Table (4): Percentage of missing values for each station. 

No. Station 
Total missing data(%) 

Maximum Minimum Rainfall 

I Addis Ababa 1.8 1.1 0.8 

2 Arb am inch 1.8 1.7 1.1 

3 Assosa 0.9 2 1.6 

4 Awassa 1.6 2 1.2 

5 Bahir Dar 1.9 0.4 0.4 

6 Kombolcha 0.9 1.5 0.8 

7 Diredawa 1.7 1.1 1.8 

8 Negele 1.7 1.8 0.8 

9 Debre Zeit 1.6 2.1 1.5 

10 Gode 1.4 1.5 1.3 

11 Gondar 2.8 2.1 1.1 

12 Jima 0.7 1.3 1 

13 Gore 1.7 1.5 1.8 

14 Jijiga 0.7 1.6 0.7 

15 Nekemte 1.2 1.4 1.5 

16 Mekele 0.8 1.9 1 

17 Debremarkos 1.3 1.9 1.8 

18 Awash 1.5 1.8 1.6 

19 Bati - - 1.3 

20 Dessie - - 1.6 

21 Gambela - - 0.7 

22 Harara - - 1.1 

23 Metehara - - 0.9 

24 Robe - - 0.7 

25 Sibu Sire - - 1.7 

26 Wonji - - 1.5 
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Table (5): Comparison between the different methods for finding missing data. 
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Figure (5): Comparison between the different methods for finding missing data. 
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4.2. Quality control 

The World Meteorological Organization (WMO, 1981a) prescribes that 

certain quality control procedures must be applied to all meteorological data for 

international exchange. 

WMO (1981b) prescribes that quality control must be applied by 

meteorological data-processing centres to most kinds of weather reports exchanged 

internationally, to check for coding errors, internal consistency, time and space 

consistency and physical - climatological limits. The same document specifies the 

minimum frequency and times for quality control. 

WMO (1989) gives general guidance on procedures and emphasizes the 

importance of quality control ·at the station. A detailed description of the 

procedures that may be used by numerical analysis centres is given in WMO 

(1993). 

Quality control and homogenization has to be undertaken prior to any data 

analysis in order to eliminate any erroneous values and non climatic biases in time 

series (Stepanek and Zahradmcek, 2009). 

The management and processing of climatological and meteorological data 

include quality control (QC). It is important to check the consistency of the data 

coming from the stations for a single observation term, to calculate derived 

variables, to verify the values using an enlarged set of tests including tests for 

temporal variability, to fill data gaps and estimate replacement values for 

obviously erroneous data points, and to be able to correct actual as well as 

historical data (Alexandersson, 1995). 

Quality Control (QC) procedures are applied to detect and identify the errors 

made in the process of recording, manipulating, formatting, transmitting and 

archiving data. Therefore, knowledge of tl{e applied procedures will allow 
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assessment of the validity of the observations and improve the data usage. Global 

Climate Observing System (GCOS) Climate Monitoring Principles recommend to 

regularly asses as part of routine operations the quality control and homogeneity 

operations (Eischeid, et al., 1995). 

The results of quality control process are given in tables (6, 7 and 8) in 

which Pout values and extreme year (s) corrected for· each station are tabulated. 

These tables show the variation of data that reaches maximum values along 

southern and northern border of the basin. 

The total number of corrected values is detected in all stations. But some 

stations of Ethiopia have total annual precipitations which were higher than their 

corresponding Pout values in the same years. 

After analyses of· all climatic data (annual maximum and mm1mum 

temperature) of all stations in Ethiopia, the Pout values of all data for each station 

were found higher than all annual values for this station through the study period. 

For the annual precipitation, it is found that the total number of corrected 

values is only ten stations shown in table (8), total annual precipitation values at 
( 

these stations were found higher than Pout value, so it was replaced by the 

corresponding Pout value. 
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Table (6): The results of quality control (QC) for maximum temperature. 

- 3rd Q Extreme year(s) 
No. Station Period Median 

(75%) 
IQR Pout replaced by Pout 

1 Addis Ababa (1960-2005) 22.9 23.3 0.4 24.5 -

2 Arbaminch (1970-2005) 30.1 30.4 0.3 31.3 -

3 Assosa (1970-2005) 28.2 28.4 0.2 29 -

4 Awash (1970-2000) 33.2 33.5 0.3 34.4 -

5 Awiissa (1970-2005) 27 27.3 0.3 28.2 -

6 Bahir Dar (1960-2005) 26.7 27.1 0.4 28.3 -

7 Kombolcha (1950-2005) 26.2 26.6 0.4 27.8 -

8 Debremarkos (1950-2005) 22.4 22.6 0.2 23.2 -

9 Debre Zeit (1950-2005) 26.3 26.5 0.2 27.1 -

10 Diredawa (1950-2005) 31.5 31.8 . 0.3 32.7 -

II Gode (1970-2000) 34.8 35 0.2 35.6 -

12 Gondar (1950-2005) 26.5 26.8 0.3 27.7 -

13 Gore (1950-2005) 23.4 23.8 0.4 25 -

14 Jijiga (1950-2005) 27.3 27.6 0.3 28.5 -

15 Jima (1950-2005) 26.9 27 0.1 27.3 -

16 Mekele (1960-2005) 24.3 24.9 0.6 26.7 -

17 Negele (1950-2005) 25.9 26.4 0.5 27.9 -

18 Nekemte (1970-2005) 24 24.3 0.3 25.2 -
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Table (7): The results of quality control (QC) for minimum temperature. 

No. Station Period Median 
3rd Q 

IQR Pout 
Extreme year(s) 

(75%) replaced by Pout 

1 Addis-Ababa ( 1950-2005) 9.6 10.3 0.7 12.4 -

2 Arbaminch (1970-2005) 16.4 17.3 0.9 20 -

3 Assosa (1970-2005) 15 15.7 0.7 17.8 -

4 Awassa (1970-2005) 12.4 12.8 0.4 14 -

5 BahirDar (1960-2005) 12.1 12.7 0.6 14.5 -

6 Kombolcha (1950-2005) 12.2 12.7 0.5 14.2 -

7 Debremarkos (1950-2005) 9.6 10.1 0.5 11.6 -

8 Debre Zeit (1950-2005) 11.6 12 0.4 13.2 -

9 Diredawa (1950-2005) 18.6 19.1 0.5 20.6 -

10 Gode (1970-2005) 22.8 22.9 0.1 23.2 -

11 Gondar (1950-2005) 13 13.5 0.5 15 -

12 Gore (1950-2000) 13.3 13.6 0.3 14.5 -

13 Jijiga (1950-2005) 11.3 12.1 0.8 14.5 -

14 Jima (1950-2005) 11 I I .4 0.4 12.6 -

15 Mekele (1960-2005) 11.5 I 1.7 0.2 12.3 -

16 Metehara (1970-2005) 18.3 18.9 0.6 20.7 -

17 Negele (1950-2005) 13.5 1_5.4 1.9 21.1 -

18 Nekemte (1970-2005) 12.7 13 0.3 13.9 -
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Table (8): The results of quality control (QC) for rainfall. 

No. Station Period Median 
3rd Q 

IQR Pout 
Extreme year(s) 

(75%) replaced by Pout 

1 Addis Ababa (I 900-2005) 1177.8 1311 133.2 1710.6 1947 

2 Arbaminch (1960-2005) 855.1 933.3 78.2 1167.9 1997 

3 Assosa (1960-2005) 1057.7 1227.0 169.3 1734.9 1962-2001 

4 Awash (1950-2000) 631.0 ·119.8 88.8 986.2 -

5 Awassa (1970-2005) 939.3 1020.4 81.1 1263.7 -

6 Bahar Dar - (1960-2005) 1482.8 1569.8 87 1830.8 1973-1974 

7 Bati (1950-1990) 1067.0 1177.5 110.5 1509 -

8 Kombolcha (1940-2005) 1048.2 1166.0 117.8 1519.4 -

9 Debremarkos (1953-2005) 1326.7 1415.5 88.8 1681.9 -

10 Debre Zeit (1951-2005) 833.7 947.2 113.5 1287.7 -
11 Dessie (1960-2005) 1228.1 1334.7 106.6 1654.5 -
12 Diredawa (1950-2009) 623.7 721.7 98 1015.7 1956 

13 Gambela (1950-2009) 630.7 721.7 91 994.7 -

14 Jima (1950-2009) 1486.7 1624.1 137.4 2036.3 -

15 Gode (1966-2005) 216.1 283.9 67.8 487.3 1967-1968 

16 Gondar (1950-2009) 1121 1295.5 174.5 1819 2001 

17 Gore (1910-2005) 2093 2231.3 138.3 2646.2 1939-1960-1961 

18 Harara (1950-1985) 869.2 999.2 130 1389.2 -

19 Jijiga (1950-2005) 598.1 694.8 96.7 984.9 1967-1972 

20 Mekele (1954-2005) 612.6 714 101.4 1018.2 -

21 Metehara (1970-2005) 582 708.7 126.7 1088.8 -

22 Negele (1960-2005) 730.4 843.8 113.4 1184 1972 

23 Nekemte (1970-2005) 2079.9 2219.3 139.4 2637.5 -

24 Robe (I 970-2000) 907.8., 1157.3 249.5 1905.8 -

25 Sibu Sire (1954-2005) 1336. 1 1469.8 133.7 1870.9 -

26 Wonji (1951-1985) 742 927.5 185.5 1484 -
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4.3. Control chart 

A control chart (also called process chart or quality control chart) is a graph 

that shows whether a sample of data falls within the common or normal range of 

variation. 

A control chart has upper and lower control limits that separate common 

from assignable causes of variation. The common range of variation is defined by 

the use of control chart limits. The process is called out of control when a plot of 

data reveals that one or more samples fall outside the control limits (Tables 9, I 0 

and 11). 

After analyses of about 26 climatic stations as· regarding (maximum, 

minimum temperature and total annual precipitation) through the climatic periods 

in Ethiopia (Figures .6, 7 and 8), it was found that the control chart for most 

stations data was out of control, because the distance between upper and lower 

level was limited by that equation: 

UCL=µ+ 3a 

LCL= µ-3a 

The equation for UCL and LCL was limited by the mean and standard error. 

The standard error was low so the difference between UCL and LCL was low, 

while the data frequency was high so it is mostly out of the distance between upper 

and lower limit. 
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Table (9): Upper and lower control limit of mean annual maximum temperature. 

M. Station N Min. Max. Mean SE SD UCL LCL 

1 Addis Ababa 46 21.3 24.3 22.7 0.1 0.8 23 22.4 

2 Arba Minch 36 28.8 31.6 30.0 0.1 0.6 30.3 29.7 

3 Assosa 36 26.8 29.9 28.2 0.1 0.7 28.5 27.9 

4 Awash 31 32.4 34.8 33.3 0. I 0.5 33.6 
..,.., .,., 

5 Awassa 36 25.6 27.9 26.9 0.1 0.6 27.2 26.6 

6 Bahir Dar 46 25.6 28.2 26.8 0.1 0.7 27.1 26.5 

7 Combolcha 56 23.4 29.2 26.2 0.1 0.8 26.5 25.9 

8 Debre Markos 56 21.4 23.3 22.4 0.1 0.4 22.7 22.I 

9 Debre Zeit 56 25.4 28.1 26.3 0.1 0.5 26.6 26 

10 Dire Dawa 56 30 33 31.5 0.1 0.5 31.8 31.2 

11 Gode 31 33.9 35.7 34.8 0.1 0.4 35.) 34.5 

12 Gondar 56 25.6 28.1 26.5 0.1 0.5 26.8 26.2 

13 Gore 56 22.4 24.5 23.5 0.1 0.5 23.8 23.2 

14 Jijiga 56 26.1 28.2 27.3 0.1 0.5 27.6 27 

15 Jimma 56 26 28.3 26.9 0.1 0.5 27.2 26.6 

16 Mekele 46 22.6 25.8 24.3 0.1 0.8 24.6 24 

17 Negele 56 25 27.1 25.9 0.1 0.5 26.2 25.6 

18 Nekemte 36 23.1 24.9 24.0 0.1 0.5 24.3 23.7 
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Table (10): Upper and lower control limit of mean annual minimum temperature. 

M. Station N Min. Max. Mean SE SD UCL LCL 

1 Addis Ababa 56 6.8 11.5 9.6 0.1 0.9 9.9 9.3 

2 Arbaminch 36 13.1 18.2 16.3 0.2 1.2 16.9 15.7 
,., 

Assosa 36 13.7 16.4 15.1 0.1 0.7 15.4 14.8 ., 
4 Awassa 36 10.6 13.7 12.4 0.1 0.7 12.7 12.1 

5 BahirDar 46 7.8 13.8 11.7 0.2 1.4 12.3 11.1 

6 Kombolcha 56 7.1 13.5 11.9 0.2 1.2 12.5 11.3 

7 Debremarkos 56 6.2 10.9 9.4 0.1 1.0 · .. 9.7 9.1 

8 Debre Zeit 56 10 13.1 11.6 0.1 0.7 11.9 11.3 

9 Diredawa 56 13.6 19.6 18.5 0.1 1.1 18.8 18.2 

10 Gode 36 19.6 23.8 22.7 0.1 0.8 23 22.4 

11 Gondar 56 11.2 14.4 13.0 0.1 0.7 13.3 12.7 

12 Gore 56 12.4 14.6 13.5 0.1 0.5 13.8 13.2 

13 Jijiga 56 8.1 14 11.4 0.1 1.0 11.7 11.1 

14 Jima. 56 9.2 11.9 I 1.0 0.1 0.5 11.3 10.7 

15 Mekele 46 8.8 12.2 11.2 0.1 0.8 11.5 10.9 

16 Metehara 36 16.5 20.3 18.4 0.1 0.8 18.7 18.1 

17 Negele 56 10.5 16.3 13.9 0.2 1.4 14.5 13.3 

18 Nekemte 36 10.8 13.5 12.6 0.1 0.6 12.9 12.3 
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Table (11 ): Upper and lower control limit of annual rainfall (mm). 

M. Station N Min. Max. Mean SE SD UCL LCL 

1 Addis Ababa 84 922 1936.7 1206.1 21.3 194.8 1270 1142.2 

2 Gore 84 1448 3282 2137.1 37.8 346.4 2250.5 2023.7 

3 Arbaminch 46 617.9 1312.6 872.8 20.8 140.9 935.2 810.4 

4 Assosa 46 206.6 1875.5 1063.5 54.2 367.3 1226.1 900.9 

5 Bahir Dar 46 894.6 2036 1444.5 34.4 233.2 1547.7 1341.3 

6 Dessie 46 706.8 1576.3 1191.2 28.0 190.0 1275.2 1107.2 

7 Negele 46 358.8 1381.2 752.3 27.9 189.1 836 668.6 

8 Bati 40 625 1322 1039.5 27.4 173.4 1121.7 957.3 

9 Goba 40 189.4 1279.2 878.2 34.3 217.1 981.1 775.3 

10 Gode 40 38.8 686.3 242.0 21.9 138.6 307.7 176.3 

11 Debremarkos 51 1057 1769 1342.0 21.4 152.9 1406.2 1277.8 

12 Debre Zeit 51 412 1355.4 · 851.0 24.l 172.1 923.3 778.7 

13 Mekele 51 293.2 1171.7 630.5 26.5 189.0 710 551 

14 Sibu Sire 51 835.4 2081 1351.7 31.0 221.4 1444.7 1258.7 

15 Jijiga 51 379.1 1477.8 666.2 32.0 228.5 762.2 570.2 

16 Awassa 31 724.5 1226.1 937.0 24.9 138.6 1011.7 862.3 

17 Gobe 31 38.8 687.3 247.8 28.7 159.6 333.9 161.7 

18 Harer 31 412.1 1302.8 878.7 41.9 233.3 1004.4 753 

19 Metehara 31 418.9 1008.5 633.8 26.1 145.4 712.1 555.5 

20 Nekemte 31 1714.7 2551.4 2108.8 39.5 220.0 2227.3 1990.3 

21 Wonji 31 503 1181 802.8 35.8 199.2 910.2 695.4 

22 Robe 31 327.1 2184 1056.l 72.6 404.4 1273.9 838.3 

24 Komboicha 60 593 1433 1051.0 22.8 176.3 1119.4 982.6 

25 Diredawa 60 283.9 1187.5 624.3 22.3 172.5 691.2 557.4 

26 Gambela 60 283.9 1197.5 628.3 22.1 171.3 694.6 562 

27 Jima 60 1204 2079.5 1508.2 24.0 185.9 1580.2 1436.2 

28 Gondar 60 713 1875.6 1172.2 32.1 248.4 1268.5 1075.9 
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4.4. Homogenization of long-term climatological series 

Climate data can provide a great deal of information about the atmospheric 

environment that impacts almost all aspects of human life. To be accurate, the 

climate data used for long-term climate analyses, particularly climate change 

analyses, must be homogeneous. A homogeneous climate series is defined as one 

where variations are caused only by changes in weather and climate 

(Alexandersson, 1995). Most of the long-term climatic time series have been 

affected by a number of non-climatic factors that make these data unrepresentative 

of actual climate variations occurring over the time. These non-climatic factors 

which make data inhomogeneous are changes in location of the stations, 

instruments, formulae used to calculate means, observing practices and station 

environment. If a precipitation time series is homogeneous, all variability and 

changes of the series then can be considered due to the atmospheric processes 

(Rusticucci and Renom, 2004). 

The first stage in climate change studies based on long climate records is 

almost inevitably a homogeneity testing of climate data. One type of non­

homogeneity in long meteorological time series is sudden shifts of the mean level 

compared with surrounding sites. Such unrepresentative shifts are often related to 

relocations of the station but also. may be caused by changes in observing 

schedules and practices, changes in instrument exposure or abrupt changes in the 

immediate environment (Heino, 1994). Changes in the surroundings also may be 

more gradual in the case of an urban influence, which affects mainly temperature 

data. Gradual changes also may be caused by trees growing in height, which 

reduces wind speeds and causes changes in the catchment efficiency of 

precipitation gauges. 

77 

CODESRIA
 - L

IB
RARY



<.R.,sults a111f (J)iscussions I Cliapter l'V . 

Numerous methods have been used to evaluate the homogeneity of monthly 

and annual climate data series (Folland and Salinger, 1995). 

Different homogenization procedures were used together with the aim of 

comparison. The selected test methods are: the ANOV A and Bartlett test. The 

temperature time serie~ records may be influenced by various sources of 

homogeneity. Non-climatic variations may be caused by site change, change in 

means of measurement, change in observational time and the method of estimating 

daily and monthly averages. 

An investigation of climatic change must be based on a homogeneous 

climatological time series. The non-homogeneity of the data usually creates some 

problems to researchers which study the time series analysis. 

According to the statistical test for homogeneity, all data series under study 

were shown as homogeneous data, except precipitation for some stations. 

Annual precipitation totals of each station were tested by the ANOV A and 

Bartlett test. The results of the ANOV A showed that 20 out of 26 stations have an 

inhomogeneity. According to the Bartlett test, 22 out of 26 stations were found to 

be inhomogeneous. 20 out of 26 stations have an inhomogeneity according to the 

results of both tests. 
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4.5. Results of statistical analysis for maximum temperature 

The climatological characteristics of the climatic changes including the 

overall long-term mean (x), the standard deviation (s), and the coefficient of 

variation (CV) are computed for each parameter in the study. 

Different statistical characteristics like mean and coefficients of variation 

(CV) of annual maximum temperature over different stations under consideration 

in Ethiopia are calculated for different months and for the season ·as a whole. 

The new results of this work concern (I) the presentation of characteristic 

coefficients of variation (CV=SD/MV; SD=Standard deviation; MV=mean value) 

for a comprehensive set of la~e variables, (2) the use of these CV-values in 

describe the variation, and (3) the implication this has for the structuring of data 

management models. 

In Table (12), it is found that the study period has mean value range between 

(22.4 and 34.8), standard deviation (0.4-0.8), variance (0.1-0. 7) and coefficients of 

variation (1.1 %-3.48%). 

The standard deviation was low and the highest value was 0.8 at Addis 

Ababa, Kombolcha and Mekele stations and that indicated the maximum 

temperature value from different stations did not had extreme value, so this data is 

good and the coefficients of variation not more than 4 %. 

The highest value of coefficients of variation was 3.48 % at Mekele station 

also this station has the highest standard deviation (0.8), so there is no extreme 

values at any station; as standard deviation was low. It is noted that coefficients of 

variation not more than 5% and that indicated the data did not had extreme values 

at any station. Standard deviation and coefficients of variation are the best 

statistical analyses tests to know the values of extreme data. 
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4.6. The skewness coefficient for maximum temperature 

The skewness coefficient provides, to some degree, a statistical measure for 

extreme events; a larger absolute value of the skewness coefficient indicates that 

there are stronger monthly maximum temperature anomalies and/or more frequent 

occurrences of them. Since the standard deviation and mean used to estimate the 

skewness coefficient are based on each annual record, the results mainly measure 

the intra-annual variability of large or extreme monthly maximum temperature 

anomalies (Dao-yi and Chang-hoi, 2004). 

The mean condition of the skewness coefficients displays well-defined 

features (Table 13). There are 9 positively skewed stations and 5 negatively 

skewed stations. 

The main negatively skewed region covers about 6 to 12°N, including most 

of the center and eastern Ethiopia. On the other hand, there are two positively 

skewed regions, one located in southern Ethiopia and the other in northeastern 

Ethiopia. 

The Kurtosis coefficient displays well-defined features (Table 13). There are 

9 positively kurtosis stations and 9 negatively kurtosis stations. 

4.7. Maximal value and minimal value for maximum temperature 

Higher values of extreme maximum temperature were recorded mostly 

during the hot season (Belg). In particular, the extreme maximum temperature 

values had exceeded 35.7°C over· Gode. On the other hand, nights and early 

mornings were cold over the highlands of northeast, central and southern Ethiopia 

during the dry season (Bega) (ENMA, 2011). 
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In Table (14), it is found that gradual increase in the mean for maximum 

temperature from the 151 Quarter (25%) ·to the last 3rd Quarter (75%) for all stations 

[1 51 Quarter (25%) <median< 3rd Quarter (75%)]. 

4.8. Test of normality for maximum temperature 

The Kolmogorov-Smirnov test of normality, we note that if the normality 

test indicates a departure from normality then it may be that the statistical model is 

correct except that the error distribution is not normal, or that the statistical model 

and normality is correct but the data are not independent, or that the statistical 

model is wrong. 

It is important to know whether the experimental ·data can be fitted to some 

type of theoretical distribution. The fit of the annual values of maximum 

temperature to a normal distribution was carried out by the Kolmogorov-Smirnov 

test (K-S) with a significance level. The value of the statistic K-S appears in the 

first column of (Table 15) and the significance level (SL) in the same column. The 

null hypothesis in the K-S test accept a normal distribution if the valu~ of non 

significance level is higher than 0.05. 

As the data are not normally distributed, . the non-parametric test of 

Kruskall-Wallis was used with the aim of finding out whether the median of the 

different annual are statistically the same (Gondar, 1998). It was found that 

significant differences exist between the medians of each annual with a confidence 

level of 95%. 

In Table (15), Kolmogorov-Smirnov test showed that all stations had normal 

distribution except one station (Jima). The results of this test were no significant 

and that indicate similarity and normal distribution for the all data. 
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4.9. Linear regression model for maximum temperature 

Regression models have become standard actuarial tools for analyzing trends 

in frequency, severity, pure premium, reserves, development factors, and so on. 

One of the simplest methods of trend detection and estimation is simple linear 

regression. In this method the expected annual summary statistic is assumed to be 

linear in the year, so the estimated means plot as a straight line. This statistical 

model is usually fitted by least squares, which is defined as finding the straight line 

such that the squared errors about that line (Squared differences between the 

observed annual summary st.atistic and the estimate from the straight line trend) are 

minimized. That method is most appropriate when the annual summary statistics 

are normally distributed with a constant variance (Abdullah and Al-Mazroui, 

1998). 

The study reveals overall increasing trends in maximum temperature 

(significant at.95% confidence level) at different rates in the study period. 

Maximum surface temperatures have risen in Ethiopia during the last 50 

years period (1955-2004), as observed from instrumental recorded data obtained 

from Meteorological Agency of Ethiopia. The change of maximum_ ~urface air 

temperatures in Ethiopia is similar with global trend shown in (IPCC, 2007). 

The observed yearly mean of maximum surface air temperatures of 16 

meteorological stations in Ethiopia shows minimal increasing trend during the 

period 1950-2005. This increase of mean of maximum temperatures has been 

observed since the beginning of 1990 (Fekadu, 2009). The mean of maximum 

temperatures in Ethiopia has minimal increased by 0.02°C for 16 meteorological 

stations. 

According to the least-square method test for trend (Table 16), positive 

trends of the mean annual maximum temperature (Long period) were observed at 
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all study stations. The trends ranged between O and 0.06 C0 /years at Diredawa 

(East Ethiopia) (Figure 9). · 

For significance of trends, according to least-square method test for trend, 

the trends at all stations were significant at 0.05 level except Assosa, Awash, 

Diredawa, Gode, Jijiga, Jima and Mekele were not significant in this period. 

4.10. R-Square for maximum temperature 

The curve fitting toolbox supports the goodness of fit statistics for 

parametric models: 

• The sum of squares due to error (SSE) 

• R-square 

•- Adjusted R-square 

• Mean squared error (MSE) 

Sum of squares due to error: this statistics measures the total deviation of the 

response values from the. fit to the response values. It is also called summed 

squared of residuals and is usually labeled as SSE (Al-Ansari, et al., 2006). 

R-Square: this statistics measure how successful the fit is in explaining the . 

variation of the data. Put in a different way, R-square is the square of the 

correlation between the response values and the predicated response values. It is 

also called the square of the multiple correlation coefficients and the coefficient of 

multiple determinations. R-square is defined as the ratio of the sum of squares of 

the regression (SSR) and the total sum of squares (SST) (Draper and Smith, 

1998). 

R-Squared is a statistical term saying how good one term is at predicting 

another. If R-Squared is 1.0 then given the value of one term, you can perfectly 

predict the value of another term. If R-squared is O then knowing one term doesn't . 
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not help you to predict the other term at all. More generally, a higher value of R­

Squared means that you can better predict one term from another. 

In (Table 16), it is found that R-squared (0-0.48), so the highest value is 0.48 

and this value is low as regarding linear regression model. If we divided all stations 

as regarding R-squared we found that all stations had R-squared less than 0.4 

except four stations Addis Ababa, Awassa, Gonder and Nekemte. While sum of 

squares due to error was (18-29.5) the highest value was at Mekele station and the 

lowest value was at Gode station. 

Mean squared error (MSE) was (0.1-0.7) the highest value was at Mekele 

station and the lowest value was at Gode and DebraMarkos station. 
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Table (12): Statistical characteristics for mean annual maximum temperature. 

Station Period N 
Arithmetic 

SD Variance Coefficient of 
mean variation 

Addis Ababa (1960-2005) 46 22.7 0.8 0.6 3.47 

Arbaminch (1970-2005) 36 30 0.6 0.4 2.12 

Assosa (1970-2005) · 36 28.2 0.7 0.4 2.31 

Awash (1970-2000) 31 33.3 0.5 0.3 1.6 

Awassa (1970-2005) 36 26.9 0.6 0.4 2.28 

Bahar Dar (1960-2005) 46 26.8 0.7 0.4 2.49 

Kombolcha (1950-2005) 56 26.2 0.8 0.6 2.94 

Debramarkos (1950-2005) 56 22.4 0.4 0.2 1.87 

Debre Zeit (1950-2005) 56 · 26.3 0.5 0.2 1.74 

Diredawa (1950-2005) 56 31.5 0.5 0.3 1.62 

Gode (1970-2000) 31 34.8 0.4 0.1 1.11 

Gondar ( 1950-2005) 56 26.5 0.5 0.3 1.95 

Gore (1950-2005) 56 23.5 0.5 0.2 2.03 

Jijiga (1950-2005) 56 27.3 0.5 0.2 1.81 

Jima ( 1950-2005) 56 26.9 0.5 0.2 1.8 

Mekele (1960-2005) 46 24.3 0.8 0.7 3.48 

Negele (1950-2005) 56 25.9 0.5 0.3 1.95 

Nekemte (1970-2005) 36 24 0.5 0.3 2.12 

85 

CODESRIA
 - L

IB
RARY



-'R§su{ts antf(J)iscussions I en.apter ['f) 

Table (13): Coefficient of skew and kurtosis for mean annual maximum 
temperature. 

Station Coefficient of Skew Coefficient of Kurtosis 

Addis Ababa -0.l .-1.l 

Arbaminch 0 -0.1 

Assosa 0.6 1.5 

Awash 0.9 1.7 

Awassa -0.4 -0.6 

Bahar Dar 0.5 -0.2 

Kombolcha 0.2 5.8 

Debramarkos 0.1 -0.1 

Debre Zeit 1 3.4 

Diredawa 0 1.8 

Gode 0.1 0.7 

Gondar 0.6 0.6 

Gore 0 -0.2 

Jijiga -0.4 0 

Jima 0.7 1.2 

Mekele -0.l -0.6 

Negele -0. l -0.7 

Nekemte 0 -0.8 
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Table (14): Statistical characteristics of mean annual maximum temperature as 
regarding (maximum, minimum value, 151 Q (25%), Median and 3rd Q (75%). 

Station Maximal value (year) Minimal value (year) 
1st Q 

Median 
3rd Q 

(25%) (75%) 

Addis Ababa 24.3 (1995) 21.3 (1971) 22 22.9 23.3 

Arbaminch 31.6 (1973) 28.8 (1978) 29.6 30.l 30.4 

Assosa 29.9 (1984) 26.8 (1975) 27.9 28.2 28.4 

Awash 34.8 (1980) 32.4 (1994) 33 33.2 33.5 

Awassa 27.9 (1995) 25.6 (1977) 26.4 27 27.3 

Bahar Dar 28.2 (1973,2003) 25.6 (1975) 26.3 26.7 27.1 

Kombolcha 29.2 (2004) 23.4 (1952) 25.7 26.2 26.6 

Debramarkos 23.3 (1995) 21.4 (1956) 22.1 22.4 22.6 

Debre Zeit 28.1 (2002) 25.4 (1951) 25.9 26.3 26.5 

Diredawa 33.0 (1959) 30.0 (1967) 31.3 31.5 31.8 

Gode 35.7 (1979) 33.9(1981) 34.6 34.8 35 

Gondar 28.1 (2003) 25.6 (I 952, 1955) 26.3 26.5 26.8 

Gore 24.5 (2005) 22.4 (1985) 23.2 23.4 23.8 

Jijiga 28.2 (1958, 2003) 26.1 (1967) 27.1 27.3 27.6 

Jima 28.3 (1958) 26.0 (1971) 26.6 26.9 27 

Mekele 25.8 (1966,1972) 22.6 (1975) 23.9 24.3 24.9 

Negele 27.1 (1980) 
I 

25.0 (I 952, I 968, I 985) 25.5 25.9 26.4 

Nekemte 24.9 (2003,2005) 23. I (I 974) 23.6 24 24.3 
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Table (15): Statistical characteristics of mean annual maximum temperature as 
regarding (normal distribution and linear regression model) .. 

Kolmogorov- Linear Regression Model 

Station 
Smirnov test (y=bO+bl *x) T-test for Trend /10 
for Normal 

bO bi 
Coefficient bl years 

Distribution 

Addis Ababa 0·_537 21.8026 0.039 5.959 * 0.4 

Arbaminch 0.733 29.4175 0.03 3.907 * 0.3 

Assosa 0.151 27.8843 0.016 1.628 0.2 

Awash 0.271 33.5548 -0.016 -1.623 -0.2 

Awassa 0.336 26.1654 0.039 5.274 * 0.4 

Bahar Dar 0.677 26.06 0.029 4.858 * 0.3 

Kombolcha 0.438 25.55. 0.021 3.787 * 0.2 

Debramarkos 0.570 22.02 0.01 3.792 * 0.1 

Debre Zeit 0.687 25.90 0.012 3.705 * 0.1 

Diredawa 0.087 31.45 0.001 0.259 0.0 

Gode 0.897 34.7 0.008 1.079 0.1 

Gondar 0.346 26 0.018 5.422 * 0.2 

Gore 0.489 23.02 0.015 4.466 * 0.2 

Jijiga 0.337 27.3 0.001 0.419 0.0 

Jima 0.007* 26.9 -0.00 -0.133 0.0 

Mekele 0.445 24.7 -0.017 -1.964 -0.2 

Negele 0.757 25.5 0.01 3.710 * 0.1 

Nekemte 0.780 23.4 0.03 5.626 * 0.3 

* p- Value< 0.05 is significant, p-value > 0.05 non significant 
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Table (16): Accuracy measures of mean annual maximum temperature. 

Station 
Linear trend equation 

R-square 
Sum square Mean square 

(y=bO+bl *x) error (SSE) error (MSE) 

Addis Ababa 0.04* 0.45 15.4 0.4 

Arbaminch 0.03* 0.31 9.8 0.3 

Assosa 0.02 0.10 13.8 0.4 

Awash -0.01 0.10 7.8 0.3 

Awassa 0.04* 0.45 7.2 0.2 

Bahar Dar 0.03* 0.35 13.0 0.3 

Kombolcha 0.02* 0.21 25.6 0.5 

Debramarkos 0.01* 0.21 7.6 0.1 

Debre Zeit 0.01 * 0.20 9.2 0.2 

Diredawa 0.00 0.0 14.2 0.3 

Gode 0.00 0.0 4.3 0.1 

Gondar 0.02* 0.40 9.6 0.2 

Gore 0.02* 0.35 9.1 0.2 

Jijiga 0.00 0.0 13.5 0.2 

Jima 0.00 0.0 12.9 0.2 

Mekele -0.02 0.10 29.5 0.7 

Negele 0.01 * 0.20 11.2 0.2 

Nekemte 0.03* 0.48 4.7 0.1 
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Figure (9): Trend of mean annual maximum temperature. 
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4.11. Results of statistical analysis for minimum temperature 

The past observed climate change impact has been analyzed employing 

meteorological station data obtained from Meteorology Agency of Ethiopia. 

Observed minimum surface air temperature for the period 1950-2005 has been 

analyzed using 18 stations data collected from different climatic zone over the 

country. 

, In (Table 17), it is found that the study period from (1950-2005) had mean 

(9 .4-22. 7), standard deviation (0.4-1.4 ), variance (0.2-2.1) and coefficients of 

variation (3.2%-12.3%). We noted that standard deviation was low and the highest 

value was 1.4 at Bahir Dar and Negele station and that indicated the minimum 

temperature value from different station did not had extreme value, so this data is 

good and the coefficients of variation not more than 13%. 

· The highest value of coefficients of variation was 12.3 % at Bahir Dar 

station also this station had the highest standard deviation (1.4). It is noted that 

coefficients of variation not more than 13% and that indicated the data did not had 

extreme values at any station. 

Coefficients of variation was more than 10% at Bahir Dar, Kombolcha, 

Debremarkos and Negele· station, while it was (More than 5% and less than 10%) 

at Addis Ababa, Arbaminch, Awassa, Debre Zeit, Diredawa, Gondar, Jijiga, 

Mekele and Negele. 

4.12. The skewness coefficient for minimum temperature 

The mean condition of the skewness coefficients displays well-defined 

features (Table 18). There are 5 positively skewed stations and 13 negatively 

skewed stations. And the Kurtosis coefficient displays well-defined features (Table 

18). There are 12 positively skewed stations and 3 negatively skewed stations. 
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4.13. Maximal value and minimal value for minimum temperature 

Mean of minimum surface air temperatures of 18 stations in Ethiopia, 1962 

is the lowest year (6.2 °C) during the period 1950-2005 at Debremarkos station in 

the Ethiopia, In Table (19), we found that gradual increase in the mean for 

minimum temperature from the 151 Quarter (25%) to the last 3rd Quarter (75%) for 

all stations [1 51 Quarter (25%) <median< 3rd Quarter (75%)]. 

4.14. Test of normality for minimum temperature 

In Table (20), Kolmogorov-Smirnov test showed that all stations had normal 

distribution except five stations (Kombolcha, Diredawa, Gode, Mekele and 

Negele). The results of this test were no significant and that indicate similarity and 

normal distribution for the all data. 

4.15. Linear regression model for minimum temperature 

Changes in temperature and rainfall patterns are widely observed in many 

semi-arid parts of the developing world that are likely to become even hotter and 

dryer with time (Collier and Dercon, 2008). Recent observational and modeling 

studies. showed that the warmest temperature extremes, particularly those derived 

from_ minimum temperature, have significantly increased over the 201
h century and 

will continue to increase throughout the 21 st · century (Gebrehiwot and Anne, 

2013). 

Evidences suggest that globally, there have been more flood/drought­

inducing events, which are set to escalate in frequency and intensity in the future. 

The average temperature rise in Africa is faster than the global average and is 

likely to persist in the future. This warming occurred at the rate of about 0.5°C per 

decade with a slightly larger warming in crops are grown close to the thermal 

tolerance limits (Collier and Dercon, 2008). 
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The observed yearly mean of minimum surface air temperatures of 18 

meteorological stations in Ethiopia shows minimal increasing trend during the 

period 1950-2005. The mean of minimum temperatures in Ethiopia has minimal 

increased by 0.027 °C for all meteorological stations except one station 

(Metehara). 

According to the least-square method test for trend (Table 21 ), positive 

trends of the mean annual minimum temperature (Long period) were observed at 

all study stations except one station. The trends ranged between 0.01 and 0.07 

C 0 /years at Arbaminch (South Ethiopia) (Figure 10). 

For significance of trends, according to least-square method test for trend, 

the trends at all stations were significant at 0.05 level except three stations Assosa, 

Kombolcha and Mekele were not significant in this period. 

4.16. R-Square for minimum temperature 

In (Table 21), it is found that R-squared (0.01-0.58), so the highest value is 

0.58 and this value is low as regarding linear regression model. If we divided all 

stations as regarding R-squared we found that all stations had R-squared less than 

0.40 except four stations Arbaminch, Debremarkos, Gore, Metehara, Negele and 

Nekemte. While sum of squares error was (6.8-77.8) the highest value was at 

Kombolcha station and the lowest value was at Negele station. 

Mean squared error (MSE) was (0.1-1.4) the highest value was at 

Kombolcha station and the lowest value was at Nekemte and debramarkos station. 
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Table (17): Statistical characteristics for mean annual minimum temperature. 

Coefficient 
Station Period N Arithmetic mean so Variance of 

variation 

Addis Ababa ( I 950-2005) 56 9.6 0.9 0.9 9.9 

Arbaminch (1970-2005) 36 16.3 1.2 I .4 7.3 

Assosa (I 970-2005) 36 15. I 0.7 0.4 4.4 

Awassa (I 970-2005) 36 12.4 0.7 0.5 5.5 
} 

Bahir Dar ( I 960-2005) 46 I 1.7 I .4 2.1 12.3 

Kombolcha (I 950-2005) 56 I 1.9· 1.2 I .4 10.1 

Debremarkos (1950-2005) 56 9.4 I 0.9 JO. I 

Debre Zeit (1950-2005) 56 11.6 0.7 0.5 5.9 

Diredawa (1950-2005) 56 18.5 I.I 1.2 5.9 

Gode (1970-2005) 36 22.7 0.8 0.6 "" .J • .J 

Gondar (1950-2005) 56 13 0.7 0.5 5.3 

Gore (1950-2000) 51 13.3 0.4 0.2 3.2 

Jijiga (1950-2005) 56 J 1.4 1 1 8.7 

Jima (1950-2005) 56 I 1 0.5 0.2 4.4 

Mekele (1960-2005) 46 11.2 0.8 0.7 7.2 

Metehara (1970-2005) 36 18.4 0.8 0.7 4.6 

Negele (1950-2005) 56 13.9 1.4 2.1 10.4 

Nekemte (1970-2005) 36 12.6 0.6 0.4 4.9 
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Table (18): Coefficient of skew and kurtosis for mean annual mm1mum 
temperature. 

Station Coefficient of Skew Coefficient of Kurtosis 

Addis Ababa -0.2 0.6 

Arbaminch -0.7 0.4 

Assosa 0.1 -0.5 

Awassa -0.8 0:6 

Bahir Dar -0.7 0 

Kombolcha -1.7 4 

Debremarkos -0.9 1.1 

Debre Zeit 0.2 0 

Diredawa -3.2 12.6 

Gode -2.1 7.5 

Gondar -0.2 0 

Gore 0.4 0.1 

Jijiga -0.3 2 

Jima -1.2 2.8 

Mekele -1.5 1.5 

Metehara 0.2 -0.3 

Negele 0.2 -0.5 

Nekemte -1 1.4 
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Table (19): Statistical characteristics of mean annual mm1mum temperature as 
regarding (maximum, minimum value, 1 st Q (25%), Median and 3rd Q (75%). 

Station 
1st Q 3rd Q 

Maximal Value (year) Minimal Value (year) Median 
(25%) (75%) 

Addis Ababa 11.5(1983) 6.8 (1957) 9 9.6 10.3 

Arbaminch 18.2 (1991) 13.1 (1976) 15.5 16.4 17.3 

Assosa 16.4 (1986) 13.7 (1985) 14.8 15 15.7 

Awassa 13.7 (1998) 10.6 (1984) 12.1 12.4 12.8 

Bahir Dar 13.8 (1997) 7.8 (1978) 10.9 12.1 12.7 

Kombolcha 13.5 (1983) 7.1 (1985) 11.7 12.2 12.7 

Debremarkos 10.9 (1998) 6.2 (1962) 8.9 9.6 10.1 

Debre Zeit 13.1 (2002,2003) 10.0 (1972) 11.l 11.6 12 

Diredawa 19.6 (1980) 13.6 (1952) 18.3 18.6 19.1 

Gode 23.8 (2002,2005) 19.6 (1978) 22.5 22.8 22.9 

Gondar 14.4 (1995) 11.2 (1989) 12.5 13 13.5 

Gore 14.6 (2002,2005) 12.4 (1971) 13.1 13.5 13.8 

Jijiga 14.0 (1997) 8.1 (1952) 11 11.3 12.1 

Jima 11.9 (1977) 9.2 (1956) 10.8 I I I 1.4 

' 
Mekele 12.2 (1997, 1998) 8.8 (1979) 11.2 11.5 11.7 

Metehara 20.3 (1980) 16.5 (1985) 17.8 18.3 18.9 

Negele 16.3 (2002) 10.5 (1956) 13 13.5 15.4 

Nekemte 13.5 (2003) 10.8(1987) 12.3 12.7 13 
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Table (20): Statistical characteristics of mean annual mm1mum temperature as 
regarding (normal distribution and linear regression model). 

Kolmogorov- Linear Regression Model T-test for 
(y=bO+bl *x) Trend 

Station Smirnov test for Coefficient 

Normal Distribution bO bl bl 
/10 years 

Addis Ababa 0.576 8.99 0.02 2.898 * 0.2 

Arbaminch 0.896 14.82 0.07 5.744 * 0.9 

Assosa 0.543 14.9 0.01 1.117 0.2 

Awassa 0.060 11.7 0.03 3.607 * 0.4 

Bahir Dar 0.427 10.1 0.07 5.640 * 0.7 

Kombolcha 0.015* 11.6 0.01 1.141 0.1 

Debremarkos 0.426 8.2 0.04 7.788 * 0.4 

Debre Zeit 0.831 11.1 0.017 3.300 * 0.2 

Diredawa 0.006* 17.6 0.03 3.629 * 0.3 

Gode 0.045* 22.1 0.03 2.736 * 0.3 
.A.• 

Gondar 0.987 12.2 0.02 5.184 * 0.2 

Gore 0.279 12.9 0.01 3.844 * 0.1 

Jijiga 0.483 10.4 0.03 5.049 * · 0.3 

Jima 0.338 10.6 0.01 3.289 * 0.1 

~· ' 
Mekele 0.003* 10.9 0.01 1.140 0.1 

* p- value < 0.05 is significant, p-value > 0.05 non si~nificant 
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Table (20): Continued. 

Kolmogorov-
Linear Regression lYlodel 

Trend 
Station Smirnov test for 

(y=bO+bl *x) T-test for 
/10 

Normal Distribution bO bi Coefficient bi years 

Metehara 0.965 19.J -0.04 -3.261 * -0.4 

Negele 0.011 * 11.9 0.06 8.615 * 0.7 

Nekemte 0.644 11.8 0.03 5.577 * 0.4 

* p- value < 0.05 is significant, p-value > 0.05 non significant 
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Table (21): Accuracy measures of mean annual minimum temperature. 

Station Linear trend equation R-square 
Sum square Mean square 

error (SSE) error (MSE) 

Addis Ababa Yt = 8.9947 +0.021302*t 0.13 42.7 0.8 

Arbaminch Yt = 14.822 +0.078829*t 0.49 24.9 0.7 

Assosa Yt = 14.907 +O.Oll 776*t 0.04 14.7 0.4 

Awassa Yt= ll.729+0.033874*t 0.28 11.7 0.3 

BahirDar Yt = 10.067 +0.070085*t 0.38 53.4 1.3 

Kombolcha Yt = 11.602 +O.Ol 1319*t 0.02 77.8 I .4 

Debremarkos Yt = 8.2166 +0.042587*t 0.53 23.6 0.4 

Debre Zeit Yt = 11.115 +0.017085*t 0.20 21.2 0.4 

Diredawa Yt = 17.622 +0.029563*t 0.20 52.4 1.0 

Gode Yt = 22.125 +0.030309*t 0.18 16.2 0.5 

Gondar Yt = 12.29 +0.02446*t 0.33 17.6 0.3 

Gore Yt = 12.888 +0.02055*t 0.42 8.7 0.2 

Jijiga Yt = 10.693 +0.012269*t 0.17 11.0 0.2 

Jima Yt = 12.076 +0.0035081 *t 0.01 7.5 0.3 

Mekele Yt = 19.085 -0.039266*t 0.24 19.2 0.6 

Metehara Yt = 11.958 +0.067006*t 0.58 47.8 0.9 

Negele Yt = 11.814 +0.039936*t 0.46 6.8 0.2 

Nekemte Yt = 12.974 +0.013837*t 0.48 7.0 0.1 
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Figure ( 10): Trend of mean annual minimum temperature. 
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4.17. Results of statistical analysis for annual rainfall 

Ethiopia is a large complex country, with complex patterns of rainfall and 

livelihoods. In Ethiopia, higher elevations receive more rainfall than low arid areas 

and support agricultural livelihoods and higher population densities Cheung, et al., 

2008). 

Historical records of monthly rainfall from 26 stations for the period 1950-

2005 were provided by Meteorology Agency of Ethiopia. However, the period of 

records for these stations varies and some have missing records. Thus, the period 

of study has been chosen as long as possible depending on the _availability of the 

recorded data collected from different climatic zones in Ethiopia (ENMA, 2001). 

In (Table 22), it is found that the study period from (1950-2005) had mean 

(242-2099.6), standard deviation (125.5-404.4), variance (15753.5-163500.8) and 

coefficients of variation (10.9%-57.3%). We noted that standard deviation was 

high and the highest value was 404.4 at Robe station and that indicated the total 

annual precipitation value from different station had extreme value. 

The highest value of coefficient variation was 57.3 % at Gode station that 

had standard deviation (138.6): It is noted that coefficients of variation are more 

than 50% indicating that data had extreme values in some stations. 

Coefficients of variation ware higher than 50% at only one station (Gode 

station), while it was (higher than 30% and Jess than 50%) at three stations 

(Assosa, Jijiga a~d Robe). 

4.18. The skewness coefficient for annual rainfall 

The mean condition of the skewness coefficients displays well-defined 

features (Table 23). There are 21 positively skewed stations and 5 negatively 

skewed stations. The Kurtosis coefficient displays well-defined features (Table 

23). There are 20 positively skewed station's and 6 negatively sk~wed stations. 
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4.19. Maximal and minimal values for annual rainfall 

Total annual precipitation of 26 stations in Ethiopia, we noted that 1967 had 

the highest value (3282 mm) during the period 1950-2005 at gore station in the 

Ethiopia, In (Table 24), we found that gradual increase in the total annual 

precipitation from the 1 st Quarter (25%) ~o the last 3rd Quarter (75%) for all stations' 

[1 st Quarter (25%) < median < 3rd Quarter (75% )]. 

4.20: Test of normality for annual rainfall 

In Table (25), Kolmogorov-Smirnov test showed that all stations had normal 

distribution except only one station (Jijiga). The results of this test were 

insignificant and indicating similarity and normal distribution for the all data. 

4.21. Linear regression model for annual rainfall 

Rainfall, which is the main climatic factor, is distributed very unevenly in 

the study area. The climate is characterized by large spatial variations w~ich range 

from about 1000-1260 mm year- I in some pockets areas in the south west to about 

less than 300 rrim yr"1 in the Northeast lowlands (Funk, et al., 2005). Estimates 

from the historical records of precipitation for the period 1954-2008 indicate that 

the mean annual rainfall is 560.7mm while the mean annual kiremt rainfall is 

473mm, 84% of the annual rainfall. Most areas receive less than 400 mm of 

rainfall yearly indicating the existence of spatial variations in precipitation 

consi~tent with topographic difference (Gebrehiwot, and Anne, 2013). 

According to the least-square method test for trend (Table 26), positive 

trends of the total annual precipitation (Long period) were observed at eight 

stations (Arbaminch, Awash, Awassa, Debre Zeit, Dessie, Jima, Harer and Wonji) 

and 18 stations had negative trends of the total annual precipitation. 
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The trend of the observed total annual precipitation m Ethiopia for 26 

meteorological stations showed decrease during the period 1950-2005 at most of 

stations but this decrease not high (Figure 11 ). 

4.22. R-Square for annual rainfall 

In Table (26), it is found that R-squared (0.0-0.15), so the highest value is 

0.15 at (Assosa and Metehara stations) and this value is low as regarding linear 

regression model. All stations were divided as regarding R-s.quared so it is found 

that all stations had R-squared less than 0.05 except six stations Assosa, Bati, 

Gode, Metehara, Negele and Robe. While sum of squares error was (628596-

12103291) the highest value was at gore station and the lowest value was at 

Awassa station. 

Mean squared error (MSE) was (15652.5-153495.1) the highest value was at 

Robe station and the lowest one was at Awash station. 
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Table (22): Statistical characteristics for total annual precipitation, 

Arithmetic 
Coefficient 

Station Period N SD Variance of 
mean 

variation 

Addis Ababa (1900-2005) 106 1203.6 193.2 37320.7 16.1 

Arbaminch (1960-2005) 46 872.8 140.9 19856.6 16.2 

Assosa (1960-2005) 46 1063.5 367.3 134937.2 34.5 

Awash (1950-2000) 51 643.5 125.5 15753.5 19.5 

Awassa · (1970-2005) 36 926.2 135.2 18289.3 14.6 

Bahir Dar (1960-2005) 46 1444.5 233.2 54389.2 16.2 

Bati (1950-1990) 41 1044.7 174.5 30435.6 16.7 

Kombolcha (1940-2005) . 66 1046.3 171.8 29501.4 16.4 

Debremarkos (1953-2005) 53 1339.8 150.5 22644.5 11.2 

Debre Zeit (1951-2005) 55 858.3 175.8 30904.7 20.5 

Dessie (1960-2005) 46 1191.2 190 36085.1 16 

Diredawa (1950-2009) 60 624.3 172.5 29739.5 27.6 

Gambela (1950-2009) 60 628.3 171.3 29343.9 27.3 

Jima (1950-2009) 60 1508.2 185.9 34569.8 12.3 

Gode (1966-2005) 40 242 138.6 19197.7 57.3 
' 

Gondar (1950-2009) 60 1172.2 248.4 61706.9 21.2 

Gore (1910-2005) 96 2099.6 359.4 129176.7 17.1 

Harer (1950-1985) 36 879.9 223 49745.2 25.4 

Jijiga (1950-2005) 56 660.6 219.1 48007.3 33.2 

Mekele (1954-2005) 52 629.9 187.2 35041.2 29.7 

Metehara (1970-2005) 36 608.8 153.6 23595.7 25.2 

Negele (1960-2005) 46 752.3 189.1 35762.2 25.1 

Nekemte (1970-20.05) 36 2081.4 225.8 51006.9 10.9 

Robe (1970-2000) 31 1056.1 404.4 . 163500.8 38.3 

Sibu Sire (1954-2005) 52 · 1354.6 220.2 48474.8 16.3 

Wonji (63373) (195 l--i985) 35 802.7 191.1 36527 23.8 
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Table (23): Coefficient of skew and kurtosis for total annual precipitation. 

Station Coefficient of Skew Coefficient of Kurtosis 

Addis Ababa 0.9 1.2 

Arbaminch 0.8 1.6 

Assosa -0.5 0.9 

Awash 0.7 0.5 

Awassa 0.4 -0.6 

Bahir Dar 0.1 0.3 

Bati -0.4 -0.5 

Kombolcha -0.2 -0.1 

Debremarkos · 0.7 0.5 

Debre Zeit 0.3 0.6 

Dessie · -0.4 -0.4 

Diredawa 0.5 1.1 

Gambela 0.5 1.2 

Jima 0.9 I 

Gode 1.4 2.5 

Gondar 1.1 1.2 

Gore 1 1.8 

Harer -0.1 0.1 

Jijiga 1.8 3.4 

Mekele 1 1.3 

Metehara 0.6 0.5 

Negele 0.7 1.5 

Nekemte 0.4 -0.5 

Robe . 1.2 1.5 

Sibu Sire 0.4 1.6 

Wonji (63373) 0.3 -0.4 
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Table (24): Statistical characteristics of total annual precipitation ·as regarding 
(maximum, minimum value, 1st Q (25%), Median and 3rd Q (75%). 

Station 
Maximal Value Minimal Value lstQ 

Median 
3ra Q 

(year) (year) (25%) (75%) 

Addis Ababa 1936.7 (1947) 895.6 (1999) 1067.2 1177.8 1311 

Arbaminch 1312.6 (1997) 617.9 (1976) 808.7 , 855.1 933.3 

Assosa 1875.5 (2001) 206.6 (1986) 1005.4 1057.7 1227.0 

Awash 998.5 (I 982) 418.9 (1974) 544.4 631.0 719.8 

Awassa 1226.1 (1977) 724.5 (1984) 815.2 939.3 1020.4 

Bahir Dar 2036.0 (1973) 894.6 (I 982) 1280.0 1482.8 1569.8 

Bati 1322.0 (1964) 625.0 (1984) 921.8 1067.0 1177.5 

Kombolcha 1433.0 (1943) 593.0 (1984) 917.8 I 048.2 1166.0 

Debremarkos 1769.0 (1958) 1057.0 (1978) 1243.0 1326.7 1415.5 

Debre Zeit 1355.4 (1964) 412.0 (1951) 747 833.7 947.2 

Dessie 1576.3 (1998) 706.8 (1984) 1040.6 1228.1 1334.7 

Diredawa 1187.5 (1956) 283.9 (1979) 504.4 623.7 721.7 

Gambela 1197.5 (1956) 283.9 (1979) 509.9 630.7 721.7 

Jima 2079.5 (1997) 1204.0 (1979) 1363.2 1486.7 1624.1 

Gode 686.3 (1968) 38.8 (1980) 159.2 216.1 283.9 

Gondar 1875.6 (2001) 713.0 (1982) 1015 1121 1295.5 

Gore 3282.0 (1967) 1445.9 (2004) 1848.6 2093 2231.3 

Harer 1302.8 (1950,1964) 412.1 (1951) 788.3 869.2 999.2 

Jijiga 1477.8 (1976) 379.1 (1955) 522.6 598.1 694.8 

Meke1e 1171.7(1986) 293.2 (1984) 490.8 612.6 714 

Metehara 1008.5 (1982) 276.5 (2002) 499.1 582 708.7 

Negele 1381.2 (1972) 358.8 (1999) 632.3 730.4 843.8 

Nekemte 2551.4 (1998) 1714.7 (1986) 1923.2 2079.9 2219.3 

Robe 2184.0 (1980) 327.1 (1988) 860.7 907.8 1157.3 

Sibu Sire 2081.0 (1959) 835.4 (1978) 1231.8 1336.1 1469.8 

Wonji 1181.0 (1958) 544.0 (1950,1953) 700 815.6 913.5 

108 . 

'.'• ' 

CODESRIA
 - L

IB
RARY



.. 
,:,;: 

~ aruf (J)iscussiorts I Cliapter lo/ 

Table (25): Statistical characteristics of total annual precipitation as regarding 
(normal distribution and linear regression model) . 

. -
Linear Regression Model Kolmogorov- T-test for 

Station Smimov test for (y=bO+b 1 *x) Coefficient 
Trend/10 

' years 
Normal Distribution bO bl bi 

Addis Ababa 0.613 1244.6 ~0.8 -1.253 -7.7 

Arbaminch 0.451 825.5 2.0 1.294 20.1 

Assosa 0.054 1312.3 -10.6 -2.784 * -105.9 

Awash 0.311 607.9 1.4 1.150 13. 7 

Awassa 0.738 923.1 0.2 0.078 I. 8 

Bahir Dar 0.892 1511.4 -2.8 -1.102 -28.5 

Bati 0.969 1143.5 -4.7 -2.132 * -47.1 

Kombolcha 0.931 1068.0 -0.6 . -0.580 -6.5 

Debremarkos 0.202 1391.5 -1.9 -1.431 -19.l 

Debre Zeit 0.662 802.1 2.0 1.354 20.1 

Dessie 0.790 1136.2 2.3 1.112 23.4 

Diredawa 0.992 635.2 -0.4 -0.276 -3.6 

Gambela 0.984 641.7 0.4 -0.342 -4.4 

Jima 0.703 1484.3 0.8 0.564 7.6 

Gode 0.303 295.8 -2.6 -1.401 -26.3 

Gondar 0.076 1175.8 -0.1 -0.063 -1.2 

Gore· 0.104 2172.9 -1.5 -1.143 -15.2 

Harer 0.698 808.3 3.9 1.083 38.7 

* p- value < 0.05 is significant, p-value > 0.05 non significant 
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Table (25): Continued. 

Kolmogorov-Smirnov 
Linear Regression Model 

T-test for (y=bO+bl *x) Trend /10 
Station test for Normal Coefficient 

Distribution bO bl bi 
years· 

Jijiga 0.009* 729.4 -2.4 -1.34 -24.2 

Mekele 0.528 631.3 -0.1 -0.03 -0.5 

Metehara 0.727 712.2 -5.5 -2.42 * -55.9 -

Negele 0.732 860.9 -4.6 -2.30 * -46.2 

Nekemte 0.962 2131.9 -2.7 -0.74 -27.325 

Robe 0.121 1272.4 -13.5 -1.71 -135.3 

Sibu Sire : 0.930 1401.6 -1.7 -0.87 -17.8 

Wonji 0.868 763.1 2.3 1.26 23.1 

* p- value < 0.05 is significant, p-value > 0.05 non significant 
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Table (26): Accuracy measures of total annual rainfall. 

Station Linear trend equation R-square 
Sum square Mean square 
error (SSE) error (MSE) 

Addis Ababa Yt = 1244.6 -0.7665*t 0.01 3860362.5 37118.9 

Arbaminch Yt = 825.52 +2.01 *t 0.04 860791.8 19563.5 

Assosa Yt= 1312.3 -I0.591*t 0.15 5162719.4 117334.5 

Awash Yt = 607.91 +l.3687*t 0.03 766972.4 15652.5 

Awassa Yt = 908.57 + I .2972*t 0.01 628596.0 18488.1 

Bahir Dar Yt = 1511.4 -2.8475*t 0.03 2381777.0 54131.3 

Bati Yt = I 143.5 -4.7055*t 0.10 1090330.2 27957.2 

Kombolcha Yt = I 068 -0.64693 *t 0.01 1907566.6 29805.7 

Debremarkos Yt =. 1391.5 -l.914*t 0.04 I 132079.6 22197.6 

Debre Zeit Yt = 802.1 + 2.0058*t 0.03 1613091.8 30435.7 

Dessie Yt = 1136.2 +2.3391 *t 0.03 1579471.1 35897.1 

Diredawa Yt = 630.2 -0.1 I 4 l 2*t 0.0 1727724.0 31994.9 

Gambela Yt = 637.25 -0.22367*t 0.0 1705977.8 31592.2 

Jima Yt = 1498 +0.083264*t 0.0 1881415.8 34841.0 

Gode Yt = 295.8 -2.6258*t 0.05 711961.2 18735.8 

Gondar Yt = 1 I 75.8 -0.1 I 859*t 0.0 3640451.9 62766.4 

Gore Yt = 2172.9 -l.5109*t 0.01 12103491.9 128760.6 

Harer Yt = 808.34 +3.8658*t 0.03 1683022.3 49500.7 

Jijiga Yt = 730.27 -2.4928*t 0.03 2564661.7 47493.7 

Mekele Yt = 631.34 -0.054021 *t 0.0 1787066.7 35741.3 

Metehara Yt = 712.26 -5.5905*t 0.15 704432.2 20718.6 

Negele Yt = 860.94 -4.6223*t 0.11 1436075.7 32638.1 

Nekemte Yt=2131.9-2.7325*t 0.02 1756233.4 51653.9 

Robe Yt= 1272.5-13.525*t 0.10 4451358.8 153495. I 

Sibu Sire Yt= 1401.7-l.7751*t 0.01 2435305.5 48706. I 

Wonji (63373) Yt = 763.07 +2.3068*t 0.03 I 194552.0 27148.9 
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Figure (11): Trend of annual total precipitation. 
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4.23. Ethiopian climate 

Climate is often described by the_ statistical interpretation of precipitation 

and temperature data recorded over a long period of time for a given region or 

location. Mean annual rainfall distribution over the country is characterized by 

large spatial variation which ranges from about 2000 mm over some pocket areas ,r 

in the southwest to less than 250 mm over the Afar and Ogaden low lands (ENMA, 

2001). 

According to the FAO (2005), Ethiopia's tropical monsoon climate is 

subjected to wide topographic induced variations. Therefore, three climatic zones 
. . 

can be distinguished: a cool zone comprising the central parts of the western and 

eastern section of the high plateaus, a temperate zone between 1500 and 2400 

meters above sea level, and the hot lowlands (below 1500 m) with arid to semi-arid 

conditions. The mean annual temperature ranges from below 7 to 12°C in the cool 

zone to more than 25°C in the hot lowlands. Mean annual potential 

evapotranspiration varies between 1700 and 2600 mm in arid and semi-arid areas 

and· 1600 - 2100 mm in dry sub-humid areas. Annual rainfall for the country 

averages out at 848 mm, varying from about 2000 mm within some small areas in 

southwest Ethiopia to less than I 00 mm in the Afar Lowlands in the northeastern. 

Temperatures are also very much modified by the varied altitude of the 

country. In general, the country experiences mild temperatures for its tropical 

latitude because of topography. Mean annual temperature distribution over the 

country varies from about 10°C over the highlands of northwest, cenfral and 

southeast to about 35°C over no1ih-eastern lowlands. Daily maximum temperature 

varies from more than 37°C over the lowlands of northeast and southeast to about 

15°C over the highlands of central and northern Ethiopia. Generally speaking the 

months of March through May are the hottest during the year (Tadege, 2007). 
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Lowest annual minimum temperatures occur over the highlands particularly 

between,November to January. Generally minimum temperatures ·that reach frost 

point during the Bega season are not uncommon over the highlands. Also 

temperatures lower than 5°C occur during high rainfall months (July & August) 

over northwest; central.and southeast due to high cloud cover-(Seleshi and Zanke, 

2004). 

Addis Ababa has a subtropical highland climate. The city has a complex mix 

of highland climate zones, with temperature differences of up to 10°C, depending 

on ekvation and prevailing wind patterns. The high elevation moderates 

temperatures year-round, and the city's position near the equator means that 

temperatures are very constant from month to month (Fekadu, 2009). 

Bahir Dar in the northwestern part of Ethiopia on Lake Tana and at an 

altitude of more than 1800 meters, has a tropical savannah climate with one 

distinct rainy period. That lasts from May up to and including October. During the 

rainy period the average temperatures are somewhat low and the average air 

humidity is somewhat high (Seleshi and Camber/in, 2006). 

Debre Markos is a city in the Blue Nile River basin on the northwestern 

highlands of Ethiopia. It has latitude 10° 20' N, longitude 37°4J E, and elevation 

2446 meters. Although ·the topography of Ethiopia is highly diverse, more than 

45% of the country is dominated by highlands with elevations greater than 1500 

meters (Shang, et al., 2011). Strong seasonality naturally exists in the data. As 

most areas in Ethiopia, there are three seasons in Debre Markos: main rainy season 

(June to September), dry season (October to January), and small rainy season 

(February to May), which are locally known as Kiremt, Bega, and Belg, 

respectively. High precipitations are observed in summer months and low 

precipitations are observed in winter months (Seleshi and Zanke, 2004). 

116 

CODESRIA
 - L

IB
RARY



. -·~ .; . ~ a:ntf(J)iscussions · ·J-Cliapter lo/ . 

Results of data analysis of precipitation and temperature in Ethiopia are 

shown in (Tables 27 and 28), we can know number of humid and arid months by 

Walter-Lieth method. 

The diagrams compiled show the variation of the mean temperature and 

precipitation from 1951 to 2005 (Figures 12). 

The highest aridity index values were obtained in January and February, i 

during these months. 

The mean monthly temperature shown in (Table 29): Where the least mean 

monthly temperature was at Addis Ababa (Mean 14.8±SD) at December, while the 

highest mean monthly temperature was at Dire Dana at July (Kiretnt season). 

The standard error not more than the 0.5 at all monthly stations, it is found 

that SD was not more than I. 7. 

It is noted that the value of SD and SE was low so there are no extreme 

values through all monthly stations. 
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Table (27): Mean monthly temperature for study period. 
-. ' . --~ 

< 

Station 
Month 

J F M· A M J J A s 0 N D 
Addis Ababa 15.6 16.65 17.5 17.75 17.9 16.65 15.6 15.65 15.8 15.6 14.9 14.75 

Arbaminch 23.5 24.6 24.95 24.05 22.9 22.4 22.15 22.85 23.l 22.85 22.7 22.85 

Assosa 22.25 23.65 24.35 24.3 22.3 20.55 19.95 19.75 20.1 20.45 21.3 21.5 

Awash 19.6 20.45 21.05 20.85 20.35 19.65 18.95 19.1 19.15 19.25 18.65 18.95 

Awassa 17.95 19.25 20.7 20.7 20.55 19.65 18.75 18.9 18.95 19.5 19 17.95 

Bahar Dar 18.3 19.5 21 21.55 21.3 20.55 19 18.8 19.05 18.4 17.4 17.45 

Kombolcha 15.95 17.2 · 18.4 18.9 19.75 20 18.85 18.2 17.55 16.9 16.15 15.6 

Debramarkos 16.7 18 19 19.25 18.45 16.6. 15.9 15.85 16.2 15.95 15.9 15.9 

Debre Zeit 20.65 21.9 23.3 23.75 24.8 24.65 22.25 21.75 22.55 22.2 20.85 20.1 

Diredawa 24.95 25.95 27.7 27.85 28.8 29.1 28 27.45 27.95 27.55 25.8 24.65 

Gode 23.2 24.55 25.8 25.6 24.7 23.7 23.15 23.3 23.85 23.2 22.8 23.05 

Gondar 20.7 21.6 22 21.95 20.95 19.05 17.75 17.75 18.7 19.6 20.1 20.25 

Gore 16.15 17.55 18.6 19.15 18.75 18.3 17.7 17.85 17.95 16.3 15.8 15.7 

Jijiga 17.45 19 20.1 20.15 20.5 20 19.55 19.6 19.9 19.4 17.85 16.8 

J ima 19.95 20.75 21.1 21 20.05 18.75 17.85 18.1 18.65 ·19.35 19.5 19.4 

Mekele 19.4 20.6 22.3 22.8 23.55 24.55 21.85 21.25 22.2 20.6 18.85 18.4 

Negele 20.85 21.6 21.75 20.6 19.75 18.65 18.2 18.85 20.1 19.5 19.5 19.9 

Nekemte 18.75 19.95 20.35 20.3 18.9 17 16.25 16.45 17.05 17.9 18.15 18.3 
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Table (28): Mean monthly precipitation for study period. 

Station 
Month 

J F M A M J J A s 0 N D 

Addis Ababa 20.3 42.8 68.7 91.4 86.3 129.6 268.8 283 179 31.8 11.6 9.1 

Arbaminch 40.9 35.2 -69.8 148.3 143.1 60.9 49.2 56.5 88.9 I 17.1 65.8 35.5 

Assosa 17 4.9 22.3 54.5 117.8 159.4 199.1 209.1 166.1 111.6 22.2 28.7 

Awash 25.1 52.4 56.6 67.8 57.1 32.7 117.7 140.5 63.l 23.7 16.4 13.3 

Awassa 31.8 47.1 74.3 102.9 120.2 99.9 119.3 125.1 120.1 84.2 31.6 20.3 

Bahar Dar 3.2 2.6 11 26.3. 88 195.7 440.7 391.8 204.7 . 97.7 19.6 3.4 

Kombolcha 28.5 43.8 76.1 93.4 58.4 39.7 261.7 258.6 127 40.8 19.2 18 

Debramarkos 20.7 19.3 51.5 72.4 94.5 163.1 297.4 306.2 211.7 92.4 26.3 19 

Debre Zeit 12.8 27.6 . 52.7 58.9 57.6 100.8 217.8 224.6 108 29.8 4 4.9 

Diredawa 24.4 37.8 74.4 105.2 52 28.3 94.7 126.6 68.6 28.8 19.2 7.3 

Gode 20 6.3 20.1 82.8 53.1 49.3 297.4 303 7.2 56.7 45.2 5.5 

Gondar 4.3 5.3 18.6 40.7 87.5 173.3 331.9 307.5 124.7 71.7 22.6 9.6 

Gore 37 47 89.2 134.3 246.3 311.8 303.7 329.7 320:9 178 92.7 38.8 

Jijiga 13.2 28.2 51.8 104.6 89.5 55.9 72.8 117.9 89.8 42.2 19.5 9.1 

Jima 37.7 55.5 93.8 135.7 ·172 214 222.2 211.2 185.8 102.6 63.2 42.2 

Mekele " 8 26.6 32.4 29.6 46.3 218.9 236.8 47.7 6.1 6.3 2.2 ., 
Negele 9.3 31.1 65 211.6 167.6 11.5 6.9 4.8 42.1 167.3 61 16.7 

Nekemte 11.9 19.7 63.5 90.3 237.2 390.6 411.l 391 280.4 149.9 54.9 22.6 
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Table (29): Descriptive statistical of mean monthly temperature. 

Minimum Maximum 
Station Mean SE SD CV 

Value Month Value Month 

Addis Ababa 14.8 Dec 17.9 MA 16.2 0.3 1.1 6.6 

Arbaminch 22.2 Jui 25 Mar 23.3 0.3 0.9 3.7 

Assosa 19.8 Aug 24.4 Mar 21.7 0.5 1.7 7.7 

Awash 18.7 Nov 21.1 Mar 19.7 0.2 0.8 4.1 . 

Awassa 17.9 Dec 20.7 Mar 19.3 0.3 0.9 4.9 

Bahar Dar 17.4 Nov 21.6 Apr 19.4 0.4 1.4 7.5 

Kombolcha 15.6 Dec 20 jun 17.8 0.4 1.5 8.3 

Debramarkos .15.8 Aug 19.3 Apr 17.0 0.4 1.3 7.8 

Debre Zeit 20.1 Dec 24.8 May 22.4 0.4 1.5 6.7 

Diredawa 24.7 Dec 29.1 Jui 27.2 0.4 1.4 5.3 

Gode 22.8 Nov 25.8 Mar 23.9 0.3 1.0 4.3 

Gondar 17.7 Aug 22 Mar 20.0 0.4 1.5 7.4 

Gore 15.7 Dec 19.2 Apr 17.5 0.3 1.2 6.9 

Jijiga 16.8 Dec 20.5 May 19.2 0.3 1.2 6.2 

Jima 17.9 Jui 21.1 Mar 19.5 0.3 I.I 5.5 

Mekele 18.4 Des 24.6 Jun 21.4 0.5 1.9 8.8 

Negele 18.2 Jui 21.8 Mar 19.9 0.3 I. I 5.6 

Nekeinte 16.3 Jui 20.4 Mar 18.3 0.4 1.4 7.8 
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Figure (12): Mean monthly temperature and precipitation of study period. 
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4.24. Seasonal classifications in Ethiopia 

Within each climatic zone, seasonal variations and atmospheric pressure 

systems contribute to the creation of three seasons, which are known as the Kiremt, 

Belg, and Bega. The Kiremt season is the main rainy season and usually lasts from 

June to September, covering all of Ethiopia except the southern and southeastern 

parts. The Belg season is the light rainy season and usually lasts from March to 

May; it is the main source of rainfall for the water-deficient southern and 

southeastern parts of Ethiopia. The Bega season is the dry season and usually lasts 

from October to February (Table 30 and figure 13), during which the entire country 

is dry, with the exception of occasional rainfall that is received · in the central 

sections (Se/eshi and Zanke, 2004). A brief description of the mechanisms for 

rainfall formation for each season. 

• During Kiremt the air flow is dominated by a zone of convergence in low­

pressure systems accompanied by the oscillatory intertropical convergence zone 

(ITCZ) extending from West Africa through the north of Ethiopia towards 

India. Major rain-producing systems during Kiremt are: the northward 

migration of the ITCZ; development and persistence of the Arabian and the 

Sudan thermal lows along 20 °N latitude; development of quasi-permanent 

high-pressure systems over the South Atlantic and south Indian Oceans; 

development of the tropical easterly jet and its persistence; and the generation 

of the low-level 'Somali jet', which enhances low level southwesterly flow. It is 

to be noted that Kiremt rainfall covers most of the country with the exception of 

the south and southeast of Ethiopia ( e.g. Gode, Negele) (Seleshi and Demaree, 

1995). 

• During Bega, the country predominantly falls under the influence of warm and 

cool northeasterly winds. These dry air masses originate either from the 

123 

CODESRIA
 - L

IB
RARY



I Cliapter I'V . , ........... ___ ,,,_ __ _,,,.,..,..._._......, ________ ...... ______________ _ 

'·· 

Saharan anticyclone and/or from the ridge of high pressure extending into 

Arabia from a large· high over central Asia (Siberia). However, very 

occasionally, northeasterly winds get interrupted when migratory low-pressure 

systems originating in the Mediterranean area move eastward and interact with 

the equatorial/tropical systems, resulting in rainfall over parts of central 

Ethiopia. In addition to this, occasional development of the Red Sea 

convergence zone (RSCZ) affects coastal areas (Conway, 2000). 

• In Bega, most of the country is generally dry; the exception is the south and 

southeast of Ethiopia, which receives its second important seasonal rainfall in 

this period (Seleshi and Zanke, 2004). 

The Belg season coincides with the domination of the Arabian high as it 

moves towards the north Arabian Sea. Major systems during the Belg are the 

development of a thermal low (Cyclone) over the south of Sudan, and winds from 

the Gulf of Aden and the Indian Ocean highs that are drawn towards this centre 

and blow across central and southern Ethiopia. These moist, easterly and 

southeasterly winds produce the main rains in southern and southeastern Ethiopia 

and the Belg rains to the east-central part of the northwestern highlands (Conway, 

2000). 

. The forward and retreat pace of the African sector of the ITCZ and their 

ending and beginning times vary annually, causing most of the interannual 

variability in rainfall over Ethiopia. The dynamics of the ITCZ over most of 

Ethiopia are known to be teleconnected to EI Nino occurrence. Studies have shown 

that, in general, El Nino years are accompanied by below-average Kiremt rainfall 

years in large parts of Ethiopia (Haile, 1988; Seleshi and Demaree, 1995; 

Nicholson and Kim, 1997). 
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Table (30): Seasonal classifications in Ethiopia. 

Temperature (°C) Precipitation (mm) 
Station Bega Belg Kiremt Bega Belg Kiremt 

(ONDJ) (FMAM) (JJAS) (ONDJ) (FMAM) (JJAS) 

Addis Ababa 15.2 17.5 15.9 72.8 289.2 860.4 

Arbaminch 23.0 24.1 22.6 259.3 396.4 255.5 

Assosa 21.4 23.7 20.1 179.5 199.5 733.7 

Awash 19.1 20.7 19.2 78:5 233.9 354 

Awassa 18.6 20.3 19. I 167.9 344.5 464.4 

Bahir Dar 17.9 20.8 19.4 123.9 127.9 1232.9 

Kombolcha 16.2 18.6 18.7 106.5 271.7 687 

Debra Markos 16.1 18.7 16.1 158.4 237.7 978.4 

Debre Zeit 21.0 23.4 22.8 51.5 196.8 651.2 

Diredawa 25.7 27.6 28.1 79.7 269.4 318.2 

Gode 23.1 25.2 23.5 127.4 162.3 656.9 

Gondar 20.2 21.6 18.3 108.2 152.1 937.4 

Gore 16.0 18.5 18.0 346.5 516.8 1266.I 

Jijiga 17.9 19.9 19.8 84 274.1 336.4 

Jima, 19.6 20.7 18.3 245.7 457 833.2 

Mekele 19.3 22.3 22.5 I 7.6 96.6 549.7 

Negele 19.9 20.9 19.0 254.3 475.3 65.3 

Nekemte 18.3 19.9 16.7 239.3 410.7 1473.1 
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126 

CODESRIA
 - L

IB
RARY



CJl.isu[ts anti ©iscussions J Cliapter I'V 

!oc 
30 

~·-···· ... _" ~-·· I 
jnebre7,ktt: 

;----------·~ 
mm 

1600 

1400 

1200 
1()1)0 

------------------ SOO~ SO(•'; 
6Q(i]i 

~ 4(h)~ 

Bega !ONDJI Belg(Flll-\.llll Kinmt ~JJASJ 
Season 

600.§ 
~oo=l 
20(• 

• (J u 0 
Bega (OND.T) Belg(Flll-\.Ml Kiremt (JJASJ 

Season 

~~~ ID':1J1j~C 
30 --,---------------·-·--------------------------- ·------------------·--·-·----------------------·---- 160(• 1 l 30 1600 

25 
,_ J~OO / 

It 2u +----------··-----------------------------------------------------·-----------------------------, 

140(• Ii O< 

1200 ! _, 
IOO!L I i 20 i-------------·-==::::::=::::":=-:=-

~ l~(J(I i 
llJOU-i i:S : e 15 +-------------------------

! i I O +----------------- --------·---·-·--------·-------------·-------
- ~ .. 

0 .. 

Bl"ga(OND.J) Delg(Fl\lAM) 
Se:ason 

2 5 -,----------------·-----------·------·-·--------------------------------------

1t201---------~~~~~~= E 
£ 15 

§' ) 0 +-----------------
~ 

Kircmt (JJAS) 

Dega(ONDJ) Belg(Fl\IAM) Klremt(JJAS) 
Season 

Bego{OND,I) Delg(Fll!Al\l) Kircmt(.UAS) 
Sc:tson 

800 :s 1 ~ 1 s --,-------------------------------------------------------------------
.. 00°~ 1 a 10 ..,.. _________________________________________________ _ 

soo~I 
600~1 
~M ! 
2{H) 

· 400"' i~ 
! 5 - :?OQ 

-1) 

1::1 
1400 i 
1200 I 

- 1000 l :, 
800.!;i 

ouu~I 
· ~o,l"'i 

0 0 

Bega (OND.J) Delg (Fl\IAM) Kiremt (.J.J .. .\SJ 

, ---------- Season _________ ......J 

•c !~i~ . Ii 
30 1:il 
25 --------- ---- .. 1~00 ii 

f oo _;__________ I :.OO 
E - ! --- ~--- --_ JOO'!_ 

~ :~ ·r -----------~~------: ::::11 ! r--- , ~ou-1 
· ~00 i I 1) 

j..,.,.--,11"' ·,-,i11111,11f11111 ~(JO i 
Bel~ (Flll,\MJ Klreml(J,JAS) I ! Bega (ONDJ) 

..... .J .. _______ _ __ I Season 

Bego(ONDJ) Delg(DIAl\1) Kircmt(,J.TASJ 
Sl·ason 

tm'l! Ra infa 11 (mm) --$-Tempernture(•C) 

Figure (13): Continued. 
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4.25. Rainfall regimes in Ethiopia 

The rainfall regime in Ethiopia is described as uni-modal and bi-modal 

systems influenced by topographical variation in the country, seasonal cycles and 

opposing responses to regional and global weather systems, consequently, three 

rainfall regimes are commonly identified (Figure 14) (Abebe, 2010). 

Regime A that comprises the central and the eastern parts of the country has 

a bi-modal rain classified as the long rainy season (June -September) and short 

rains (March-May) locally referred as Kiremt and Belg rains respectively (Figure 

15). The rest of the months (October to February) are dry period. 

Regime B in the western part of the country (from southwest through to 

northwest) has a mono-modal rainfall pattern (June ,-- September), and the rainy 

period ranges from February through November mainly in the western and so~th­

western part of the country (Figure 16), and decreases northwards (Figure 17). 

Regime C that comprises the sou.th and south-eastern part of Ethiopia has 

two distinct wet and dry seasons. The main rain season is from February through 

May, and short rains from October to November, and the dry periods are June to 

September and December to February (Figure 18). 

4.25.1. Local and regional factors affecting rainfall in Ethiopia 

Ethiopia has different rainy seasons influenced by topographic variation and 

rain-bearing system. 

A. Topographic variation 

Three major physiographic regions are identified in Ethiopia: the North, 

Central, and South-western Highlands and surrounding Lowlands; the South­

eastern Highlands and the surrounding Lowlands; and the Rift Valley that i$ an 

extension of the Great East African Rift Valley dividing the highlands into two. As 

a result of the topographic variation and geographical location, rainfall in Ethiopia 
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_ characterised by high spatial and temporal variability, generally speaking, the 

-. ·· amount of rain over the mountain areas is higher than the lowlands, with the 

maximum rain received over the south west and the minimum over south east of the 

country (Abebe, 2010). 

B. Regional weather features affecting the climate system in Ethiopia 

The rainfall seasons in Ethiopia influenced by different factors. Kirmet rain 

(JJAS) is the main rainy season for most part of the country except in the south and 

south-eastern, where the Belg rain (MAM) is the main rainy season. Southern and 

south-eastern part of the country characterised by bi-modal seasonal cycle and 
1
/ receives short rain during SON, which is Beg (Dry) season for the rest of the 

country. The rainy seasons in Ethiopia are influenced by different global and 

regional rain-bearing factors (Abebe, 2010). 

The main features that affect the Kiremt rain include the ITCZ, Tropical 

Easterly Jet (TEJ), South Atlantic Ocean and South West Indian Ocean 

anticyclone, East African Low Level Jet (EALLJ) or Somali Jet and ENSO. The 

global and regional weather features that affect the Belg rain includes the ITCZ, 

Subtropical Westerly Jet (SWJ) stream, Arabian High, the frequency of tropical 

cyclones over the Southwest Indian Ocean and ENSO (ENMA, 2011). 
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Figure (14): Map of Ethiopia showing rainfall r,egimes A, B, BI and C (Abebe, 

2010). 

131 

CODESRIA
 - L

IB
RARY



,I' Cliapter Jo/ 

Central and Ea~1em Ethio11ia (Region A) 
500 ·r-·································--··························-···-·······-···-··-·-·····-·······-·-··---···············--···································-···········-·······--··········:.....-

400 ·+················-··-······-··············-·---····················---···············--·······-·······-·-·····---··········-······-····································-·············'""'111""" 

? = ~ . -rl::- I(ombokha = .,00 -,··········································································································-··--·--···········-·······-·--······················--·········································································--·················· ,._, 

~ .. 
. : 20() ... ; ................... -.--................. - ............... -... ···············--·--··············-··-F· 
~ 

~ 

0 
J F M A M 

· Month 
A s 0 N 

-·-. Diredawa 

-:.-· Jijiga 

-0-Mekde 

·-·,_,... Awash 
D 

Figure (15): Mean monthly rainfall distribution for Central and Eastern Ethiopia 

(Region A). 
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Figure (16): The same as figure (15), but for the western Ethiopia (Region BI). 
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North-western Ethiot)ia (Region B) 
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Figure (17): The same as figure (15); but for north-western Ethiopia (Region 8). 
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Figure (18): The same as figure (15), but for Southern and South-eastern Ethiopia 

(Region C). 
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4.26. Comparing linear, quadratic, cubic and exponential equations 

The goal is to forecast future observations by a linear function of 

observables. In the case of trend estimation, these observables are functions of the 

time index. 

A linear equation in the form (y=mx+b) has two variables and both are to the 

first power. It is used to describe situation where the independent variables x and y, 

the dependent variable, so they are related simply by a one on one increase or a 

steady increase. 

A quadratic equation in the form y=kxA2 (Simplest form) has independent 

variable x which is to the second power, and a dependent y to the first. Here the x 

could take 2 different values for the same y. 

Finally an exponential equation in the form y=kaAx which helps you 

understand how some particular situation or sets behave. 

Some time series which are growing (Rainfall and temperature) are 

exponentially increasing. Percentage changes are stable in the long run; these series 

cannot be fit by a linear trend. So we can fit a linear trend to their (Natural) 

logarithm. 

The average maximum temperature warming across the whole region was 

0.02°C, with 95% of the stations showing significantly increased temperatures. 

Table (31) shows the coinparison between trend equations for mean annual 

maximum temperature, which include (Linear, quadratic, cubic and exponential), 

we noted that the highest value for R2 was at cubic equation at all stations so cubic 

equation is the best to express the trend equation than the other equations. 

It is found that R2 was 64% (the highest value) at Addis Ababa station 

(Medial of Ethiopia) and it was 13% (the lowest value) at Gode station. 
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R2 can be divide to more than 50% at three stations (Addis ababa, Awassa · 

and Nekemte) and more than 30% and less than 50% at nine stations (Arbaminch, 

Bahir dar, Kombolcha, Debre zeit, Gondar, Gore, Jijiga, Mekele and Negele) and 

Jess than 30% at the rest of the stations. 

In Table (31), it is found that the highest value for R2 was at the middle of 

Ethiopia at Addis Ababa and Awassa stations which were 64% and 61 %, 

respectively, while the lower value (R2=13%) at Gode station (East of Ethiopia). 

It is noted that the best equation· to represented minimum and maximum 

temperature trend at all stations was cubic equation as it contains, the highest value 

for R2 than the other trend equations. 

In (Table 32), it is noted that the highest value for R2 was at the north of 

Ethiopia at Bahir Dar as regarding the mean of minimum temperature, R2 was not 

more than 40% as regarding rainfall, the highest value was at the south of Ethi~pia 

at Negele station while the lowest values was at middle and west of Ethiopia at 

Diredawa and Gambela, respectively. 

It is noted that R2 for rainfall was lower than maximum and minimum 

temperature for all stations, as R2 was more than 60% for maximum and minimum 

temperature while it was not more than 40% for rainfall, as rainfall data had 

·.,, extreme O'scillation from year to year, while maximum and minimum temperature 

had minimal oscillation so it can be represented by the trend equation. 

Rainfall trends of Ethiopia from 1950-2005 have been decreasing in most of 

the stations (16 out of 26 stations). The decrease was minimal through the study 

period while 8 out of 26 (Arbaminch, A~ash, Awassa, Debre Zeit, Dessie, Jima, 

Harer and Wonji) stations showed increase in rainfall and this increase was 

minimal (Table 33). 
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Climate change is the sever problem that the whole world facing today. It is 

now widely accepted that climate change is already happening and further change 

is inevitable; over the last century (between 1906 and 2005), the average global 

temperature rose by about 0.74°C. This has occurred in two phases, from 1910 to 

1940 and more strongly from the 1970 to the present (IPCC, 2007). · 

Many studies into the detection and attribution of climate change have found 

that most of the increase in average global surface temperature over the last 50 

years is attributable to human activities (IPCC, 2001). 

The study of ENMA (2001) for 40 meteorological stations showed that there 

have been very warm and very cold years. However, the general trend showed that 

there was an increase in temperature over the last 50 years. The study also noted 

that the minimum temperature is increasing at a higher rate than the maximum 

temperature. 

The observed yearly mean of maximum surface air temperatures of 18 

meteorological stations in Ethiopia shows increasing trend during the period 1950-

2005. Increase of mean maximum temperatures has been observed since the 

beginning of 1990. The mean of maximum temperatures in Ethiopia has increased 

by 0.87°C comparing two periods (Mean of 1955-1964 minus 1995-2004) for 8 

meteorological stations (Fekadu, 2009). 

Observed maximum surface air temperature and rainfall change for the 

period 1950-2005 has been analyzed using 18 and 26 stations data respectively 

collected from different climatic zone over the country. Because of limitation of 

recorded long period data only one station has been used for precipitation to 

analysis long-term trend. There are locations with large year-to-year variability 

and, the warming has been neither steady nor the same in different seasons or in 

different locations. (Cheung, et al., 2008) compared the mean annual rainfall of the 
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period 1985-2004 with mean annual of 1955-1974 and 1955-2004. For temperature 

the two periods compared the mean of 1955-1964 and of 1995~2004. Availability 

of data for both temperature and rainfall is more than 90% in the stations of Addis 

Ababa, Debre-Markos, Gonder, Gore, Combolcha, Dire-Dawa, Jimma, Meiso anp 

Negele. In case of rainfall changes to annual, JJA and MAM have been analyzed. 

JJA and MAM are rainy seasons in Ethiopia. Maximum surface temperatures have 

risen in Ethiopia during the last 50 years (1955-2004 ), as observed from 

instrumental recorded data obtained from Meteorological Agency of Ethiopia. The 

change of maximum surface air temperatures in Ethiopia is similar with global 

trend shown in IPCC (2007). 

Seleshi and Camberlin, (2006) found that the mean of maximum surface air 

temperatures of 8 stations in Ethiopia, indicates 0.82°C±0.078°C and 0.66°C ± 

0.043°C rise as observed from mean of 1995-2004 relative to 1955-1964 and 1955-

2004, respectively. The standard deviation of stations varies from 0.44°C to 

0.699°C. Monthly mean of maximum temperatures varies from 0.5°C in June to 

l.27°C in February for two compared periods 1995-2004 relative to 1955-1964. 

The 2004 is the hottest year during the period 1955-2004 in the country, for annual 

temperatures of the 8 stations considered. The rate of warming over the last 50 

years (1955-2004) varies widely from 0.14°C to 0.693 °C per decade in Ethiopia 

for the observed station. 

Both instrumental and proxy records have shown significant variations in the 

spatial and temporal patterns of climate in Ethiopia. According to Tadege, (2007) 

the country experienced 10 wet years and 11 dry years over 55 years analyzed, 

demonstrating the strong inter-annual variability. Between 1951 and 2006, annual 

minimum temperature in Ethiopia increased by about 0.37°C every decade. The 

UNDP Climate Change Profile_ for Ethiopia (Mcsweeney, et al., 2008) also shows 
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that the mean annual temperature increased by I .3°C between 1960 and 2006, at an 

average rate of 0.28°C per decade. The temperature increase has been most rapid 

from July to September (0.32°C per decade). It is reported that the average number 

of hot days per year has increased by 73 (an additional 20% of days) and the 

number of hot nights has increased by 137 (an additional 37.5% of nights) between 

1960 and 2006. The rate of increase was highest in June, July and August. Over the 

same period, the average number of cold days and nights decreased by 21 (5.8% of 

days) and 41 (11.2% of nights), respectively. These reductions have mainly 

occurred in the months of September to November (Mcsweeney, et al., 2008). 

The year to year variation of annual minimum temperatures expressed in 

terms of temperature differences from the mean and averaged over 40 stations, the · 

country has experienced both warm and cool years over the last 55 years . 
. ~ 
, However, the recent years are the warmest compared to the early years. There has 

been a warming trend in the annual minimum temperature over the past 55 years. It 

· has been increasing by about 0.37°C every ten years (ConwQy, 2000). 
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Table (31): Comparison between trend equations for mean annual maximum temperature. 

Station Trend Trend equation R R2 SSE MSE 

Linear Yt = 21.803 +0.039204*t 0.67 0.45 15.44 0.35 
~ .c 

Yt = 22.225 -O.Ol3538*t +o.ooi 1222*t2 ~ Quadratic 0.71 0.5 14.01 0.33 .c 
< 
"' Yt=23.117-0.22991*t+0.012508* t2 -0.00016151* t3 :a Cubic 0.80 0.64 9.97 0.24 

"O 
< 

Exponential Yt=21.808 * (1.0017t) 0.67 0.44 0.01 0 

Linear Yt = 29.417 +0.033591 *t 0.56 0.31 9.76 0.29 

..c:: 
u 

Quadratic Yt = 29.673 -0.0066864*t +0.0010886* t2 0.58 0.34 9.37 0.28 .5 
s 
~ 

Yt = 30.032 -O. l l 596*t +0.0083715* t2 -0.00013122* t3 .c Cubic 0.61 0.37 8.89 0.28 I- . 

< 
Exponential Yt=29.413 * (1.0011 1

) 0.56 0.31 0 0 

Linear Yt = 27.884 +0.016615*t 0.27 0.10 13.75 0.4 

~ Quadratic Yt = 21:211 +0.12293 *t .-0.0028733 * t2 0.51 0.26 10.99 0.33 
"' 0 

"' "' Yt = 27.04 +O. J 7492*t -0.0063384* t2 +6.2433E-05* t3 < Cubic 0.52 0.27 10.88 0.34 

Exponential Yt = 27.872 * (1.0006 1) 0.28 0.08 0 0 

:r; ..c:: 
Linear Yt = 33.555 -0.016935*t 0.29 0.10 7.83 0.27 < ; £"_· 

.. 
. ....._. 
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Quadratic Yt = 33.428 +0.0061204*t -0.0007205* t2 0.3 0.09 7.75 0.28 

Cubic Yt = 32.984 +0.16056*t -0.012596* t2 +0.00024742* t3 0.4 0.16 7.16 0.27 

Exponential Yt = 33.55 * (0.9995 1) 0.29 0.08 0 0 
". 

Linear Yt = 26.165 +0.038958*t 0.67 0.45 7.21 0.21 

i::: Quadratic Yt = 26.336 +0.012085*t +0.00072628* t2 o:68 0.46 7.03 0.21 "' "' i::: 
:: 

Cubic Yt = 27.051 -0.20534*t +0.015218* t2 -0.0002611 * t3 ..i:: 0.78 0.61 5.14 0.16 

Exponential Yt=26.166 * (1.0015
1
) 0.67 0.45 0 0 

Linear Yt = 26.066 +0.029312*t 0.59 0.35 12.99 0.3 

s.. 
Yt = 26.248 +0.0065275*t +0.00048479* t2 i::: Quadratic 0.6 · 0.36 12.72 0.3 Q 

.:: 

.c 
Cubic Yt = 25.985 +0.070176*t -0.0028646* t2 +4.751E-05* t3 0.62 0.38 12.37 0.29 i::: 

~ 

Exponential Yt = 26.067 * (1.0011 1
) 0.59 0.35 0 0 

Linear : Yt = 25.553 +0.021579*t 0.46 0.21 25.65 0.47. 

i::: 
.c 

Quadratic Yt = 26.106 -0.035635*t +0.0010038* t2 0.55 0.3 22.57 0.43 (.I 

0 
.Q 

E Cubic Yt = 25.492 +0.088192*t -0.0043795* t2 +6.2962E-05* t3 0.62 0.38 20.14 0.39 0 
~ 

Exponential Yt = 25.553 * (1.0008 1) 0.46 0.21 0.01 0 

140 

CODESRIA
 - L

IB
RARY



'-"su{ts ant! (J)iscussions _j Cliapter I'fl 

Linear Yt = 22.026 +0.0l 1743*t 0.46 0.21 7.58 0.14 
"' 0 

.:,:: 
Quadratic Yt = 22.224 -0.0087041 *t +0.00035872* t2 0.5 0.25 7.18 0.14 ,_ 

c-= 
s 
~ 

Yt = 22.134 +0.0094258*t -0.00042946* t2 +9.2184E-06* t3 ,_ 
Cubic 0.51 0.26 7.13 0.14 ..Q 

~ 
Q 

Exponential Yt = 22.026 * (1.0005 
1
) 0.46 0.21 0 0 

Linear Yt = 25.906 +0.012635*t 0.45 0.20 9.19 0.17 

.... ·~ Quadratic Yt = 26.255 -0.023424*t +0.00063262* t2 0.56 0.31 7.97 0.15 N 
~ ,_ 

..Q 
Cubic Yt = 26.176 -0.0076037*t -5.5167£-05* t2 +8.0443£-06* t3 0.56 0.31 7.93 0.15 ~ 

Q 

Exponential Yt = 25.908 * (1.0005 1) 0.45 0.20 0 0 

Linear Yt = 31.454 +0.0011005*t 0.04 0.00 14.23 0.26 

c-= 
Yt = 31.914 -0.046448*t +0.00083418* t2 

~ Quadratic 0.39 0.15 12.11 0.23 
c-= 

'O 
~ ,_ 

Cubic Yt = 31.884 -0.040331 *t +0.00056825* t2 +3.1103£-06* t3 0.39 0.15 12.l 0.23 Q 

Exponential Yt = 31.447 * (l 1
) 0.04 0.00 0 0 

Linear Yt = 34.673 +0.0083468*t 0.2 0.04 4.31 0.15 
~ 

'O Quadratic Yt = 34.924 -0.0373*t +0.0014265* t2 0.33 0.11 3.98 0.14 0 c., 

Cubic Yt = 35.083 -0.092747*t +0.0056903* t2 -8.8829£-05* t3 0.36 0.13 3.91 0.14 
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Exponential Yt = 34.671 * (1.0002 1) 0.2 0.04 0 0 

Linear Yt = 26.009 +0.018859*t 0.59 0.40 9.56 0.18 

i.. Quadratic Yt = 26.311 -0.0123 85*t +0.00054813* t2 0.64 0.41 8.64 0.16 c,i 
'C = 0 
c., Cubic Yt = 25.934 +0.063712*1 -0.0027601 * t2 +3.8693E-05* t3 0.69 0.48 7.72 0.15 

Exponential Yt = 26.013 * (1.0007 1
) 0.59 0.35 0 0 

Linear Yt = 23.026 +0.015 l 78*t 0.52 0.27 9.13 0.17 
-

<U Quadratic Yt = 23.509 -0.034738*1 +0.00087572* t2 0.68 0.46 6.78 0.13 
·i.. 
0 
c., 

Cubic Yt = 23.51 -0.034894*t +0.0008825* t2 -7.929IE-08* t3 0.68 0.46 6.78 0.13 

Exponential Yt = 23.029 * (1.0006 1
) 0.51 0.26 0 0 

Linear Yt = 27.261 +O.OOl 7293*t 0.06 0.00 13.47 0.25 

c,i -~ 
Quadratic Yt = 27.851 -0.059216*1 +0.0010692* t2 0.51 0.26 9.98 0.19 

:,:, 
Yt = 27.415 +0.028607*t -0.0027488* t2 +4.4655E-05* t3 ..., 

Cubic 0.59 0.35 8.75 0.17 

Exponential Yt = 27.258 * (I.0001 1
) 0.06 0.00 0 0 

c,i Linear Yt = 26.905 -0.00053999*t 0.02 0.00 12.95 0.24 
E 

;.:; 
Quadratic Yt = 27.402 -0.05 l 943*t +0.00090181 * t2 0.44 0.19 10.46 0.2 
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Cubic Yt = 27.518 -0.075485*t +0.0019253* t2 ~ l.l 97E-05* t3 0.45 0.2 10.38 0.2 

Exponential Yt = 26.896 * (0.99999 1) 0.01 0.00 0 0 

Linear Yt = 24.713 -0.017866*t 0.28 0.10 29.52 0.67 

QJ Quadratic Yt = 25.484 -0.11421 *t +0.0020499* t2 0.48 0.23 24.72 0.57 1i 
.:,:: 
QJ 

::; Cubic Yt = 24.807 +0.049806*t -0.0065813* t2 +0.00012243* t3 0.55 0.30 22.41 0.53 

Exponential Yt = 24.692 * (0.99928 
1
) 0.28 0.08 0.01 0 

Linear Yt = 25.546 +0.013982*t 0.45 0.20 11.22 0.21 

QJ Quadratic Yt = 25.912 -0.023907*t +0.0006647* t2 0.55 0.30 9.87 0.19 
1i 
OJ) 
QJ 

Yt = 25.755 +0.0077829*t -0.00071296* t2 + l.6113E-05* t3 z Cubic 0.56 0.31 9.71 0.19 

Exponential Yt = 25.546 * (1.0005 
1
) 0.45 0.20 0 0 

Linear Yt = 23.366 +0.033501 *t 0.69 0.48 4.68 0.14 

QJ 
Quadratic Yt = 23.681 -0.016216*t +0.0013437* t2 0.74 0.55 4.08 0.12 ... 

= QJ 
.:,:: 

Yt = 23.681 -0.016216*t +0.0013437* t2 QJ Cubic 0.74 0.55 4.08 0.12 z 

Exponential Yt = 23.371 * (1.0014 1) 0.69 0.48 0 0 
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Table (32): Comparison between trend equations for mean annual minimum temperature. 

Station Trend Trend equation R Rz SSE MSE 

Linear Yt = 8.9947 +0.02 l 302*t 0.37 0.13 42.69 0.79. 
~ 

,.Q 

Yt = 7.8204 +0.14278*t-0.0021312* t2 ~ Quadratic 0.64 0.42 28.82 0.54 ,.Q 

< 
-~ Cubic Yt = 8.0872 +0.088976*t +0.0002079* t2-2.7358E-05* t3 0.65 0.43 28.36 0.55 "O 
"O 
< 

Exponential Yt = 8.9335 * (1.0024 1) 0.38 0.14 0.09 0 

Linear Yt = 14.822 +0.078829*t 0.7 0.49 24.88 0.73 

.c 
u 

Quadratic Yt = 14.133 +O. l 8759*t -0.0029395* t2 0.74 0.55 21.98 0.67 ·= E: 
~ 

Yt = 14.448 +0.092!03*t +0.0034248* t2 -0.00011467* t3 ,.Q Cubic 0.75 0.56 21.62 0.68 J... 

< 
Exponential Yt = 14.808 * (1.005 

1
) 0.7 0.49 0.02 0 

Linear Yt = 14.907 +O.OJ l 776*t 0.19 0.04 14.67 0.43 

~ Quadratic Yt = 14.759 +0.035206*t -0.00063324* t2 

"' 
0.21 0.04 14.53 0.44 

0 

"' "' Yt = 14.463 +0.12495*t -0.006615* t2 +0.00010778* t3 < Cubic 0.26 0.07 14.21 0.44 

Exponential Yt = 14.893 * (1.0008 
1
) 0.19 0.04 0.01 0 

~ "' Linear Yt = 11.729 +0.033874*t 0.53 0.28 11.65 0.34 < ; ~ 
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Quadratic Yt = 11.934 +0.0014914*t +0.0008752* t2 0.54 0.29 · 11.39 0.35 

Cubic Yt = 12.055 -0.035382*t+0.0033329* t2-4.4282E-05* t3 0.54 0.30 11.34 0.35 

Exponential Yt = 11.721*(1.0028
1
) 0.52 0.27 0.02 0 

Linear Yt = 10.067 +0.070085*t 0.62 0.38 53.35 1.3 

I. 
i:,:s Quadratic Yt = 10.947 -0.047221 *t +0.002666* t2 0.67 0.45 47.56 1.19 Q 
I. 

.c 
Cubic Yt = 12.71 -0.50203*t +0.028213* t2-0.00038707* t3 0.78 0.61 33.13 0.85 i:,:s 

i:= 

Exponential Yt = 10.09*(1.006
1
) 0.58 0.34 0.09 0 

Linear Yt = 11.602 +0.0 l 1319*t 0.15 0.02 77.77 1.44 
i:,:s 
.c 

Quadratic Yt = 12.012 -0.03109*t +0.00074402* t2 0.21 0.04 76.08 1.44 I.I 
0 ..c 
8 Cubic Yt = 11.635 +0.045066*t ~0.0025668* t2+3.8723E-05* t3 0.24 0.06 75.16 1.45 0 

;::( 

Exponential Yt = 11.555 * (1.0009 
1
) 0.13 0.02 ci.13 0 

Linear Yt = 8.2166 +0.042587*t 0.73 0.53 23.62 0.44 
"' 0 

.:.: 
Quadratic Yt = 8.3935 +0.024288*t +0.00032104* t2 0.44 I. 0.73 0.54 23.31 i:,:s 

8 
~ 

Yt = 8.7657 -0.050774*t +0.0035843* t2-3.8166E-05* t3 I. Cubic 0.74 0.55 22.42 0,43 ..c 
~ - .. 

Q 

Exponential Yt = 8.2233 * (1.0046 
1
) 0.7 0.49 0.06 0 
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Linear Yt= 11.115 +0.017085*t 0.41 0.20 21.18 0.39 
! -·a:; 

Quadratic Yt = 11.289 -0.00095711 *t +0.00031652* t2 0.42 0.18 20.87 0.39 N 
<l,l 
I. 
..c Cubic Yt = 11.497 -0.042828*t +0.0021368* t2-2.129E-05* t3 0.44 0.19 20.6 0.4 <l,l 

Q 

Exponential Yt = 11.123 * (1.0014 1) 0.4 0.16 0.03 0 

Linear Yt = 17.622 +0.029563*t 0.44 0.20 52.42 0.97 

C<:I 
Yt = 16.855 +0.10893*t -0.0013925* t2 :: Quadratic 0.54 0.29 46.5 0.88 

C<:I 
"O 
<l,l 

·, I. 
Cubic Yt = 17.099 +0.059563*t +0.00075384* t2 -2.5103E-05* t3 0.54 0.29 46.11 0.89 ~ 

.· 
Yt= 17.546 * (1.0017 1

) Exponential 0.43 0.18 0.04 0 

Linear Yt = 22.125-+0.030309*t 0.42 0.18 16.21 0.48 .. 

<l,l Quadratic Yt = 22.648 -0.052158*t +0.0022288* t2 0.51 0.26 14.55 0.44 
"O 
0 

c., 
Cubic Yt = 22.898 -0.12817*t +0.0072953* t2-9.1287E-05* t3 0.53 0.28 14.32 0.45 

Exponential Yt = 22.114 * (1.0014 1) 0.41 0.17 0.01 0 

Linear Yt = 12.29 +0.02446*t 0.57 0.33 17.59 0.33 
- I. 

. ··~ C<:I 

Yt = 12.454 +0.0075601 *t +0.00029649* t2 
. ~ ...... ,;. ~ Quadratic 0.59 0.34 17.32 0.33 
·~Qt, -~ ~ 0 

·-1;r O ~~ Cubic Yt = 12.537 -0.0092255*t +0.0010262* t2-8.5349E-06* t3 0.59 0.34 17.27 0.33 
() 0 ;. 
01 <'- lci' 
o~" --~ ~ I 146 
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Exponential Yt = 12.299 * (1.0019 1) 0.57 0.32 0.02 0 

Linear Yt = 12.888 +0.02055*t 0.65 0.42 8.67 0.16 

~ 
Quadratic Yt= 13.055 +0.0031988*t+0.00030441* t2 0.66 0.44 8.39 0.16 

r.. 
0 

c., 
Cubic Yt = 13.052 +0.0039464*t +0.00027191 * t2+3.8014E-07* t3 0.66 0.44 8.39 0.16 

Exponential Yt = 12.895 * (1.0015 
1
) 0.64 0.41 0.01 0 

Linear Yt = 10.693 +0.012269*t 0.41 0.17 10.99 0.2 

~ Quadratic Yt = 10.486 +0.033724*t -0.0003764* t2 0.45 0.20 10.56 0.2 
-~ ._, 
;.:; Cubic Yt = 10.341 +0.062843*t-0.0016423* t2tl.4806E-05* t3 0.46 0.21 10.43 0.2 

Exponential Yt = 10.676 * ( 1.0011 
1
) 0.41 0.17 0.02 0 

Linear Yt = 12.076 +0.0035081 *t 0.10 0.01 7.54 0.26 

~ 
Quadratic Yt = 11.789 +0.055707*t -0.0016312* t2 0.24 0.06 7.12 0.25 

8 
;.:; 

Cubic Yt = 11.993 -0.015249*t+0.0038252* t2-0.00011368* t3 0.28 0.08 6.99 0.26 

Exponential Yt = 12.07 * (I .0003 
1
) 0.06 0.00 0.01 0 

~ Linear Yt = 19 .085 -0.039266*t 0.49 0.24 19.16 0.56 
~ 
..:,: 
~ 

~ Quadratic Yt = 19.355 -0.081913*t +0.0011526* t2 0.51 0.26 18.71 0.57 
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Cubic Yt = 18.465 +0.18849*t -0.01687* t2+0.00032473* t3 0.61 0.37 15.79 0.49 

Exponential Yt = 19.071 * (0.99789 1) 0.48 0.23 0.01 0 

Linear Yt = 11.958 +0.067006*t 0.67 0.58 47.8 0.89 

ell 
Yt = 13.095 -0.050545*t +0.0020623* t2 i.. Quadratic 0.83 0.69 34.8 0.66 ,:,: 

.c 
~ .... 

Yt = 13 .03 -0.037633 *t +0.001501 * t2+6.5652E-06* t3 ~ Cubic 0.83 0.69 34.78 0.67 :;-

Exponential Yt = 12.045 * (1.0048 1) 0.75 0.56 0.05 0 

Linear Yt = 11.814 +0.039936*t 0.68 0.46 6.77 0.2 

~ Quadratic Yt = 12.014 +0.0083751 *t +0.00085299* t2 0.70 0.50 6.53- 0.2 a:; 
~ 
~ 

Yt = 12.074 -0.0098596*t +0.0020683* t2-2. l 898E-05* t3 z Cubic 0.71 0.50 6.52 0.2 

Exponential Yt = 11.82 * (1.0032 1) 0.67 0.46 0.01 0 

Linear Yt = 12.974 +0.013837*t 0.69 0.48 6.77 0.20 

~ 
Quadratic Yt = 12.774 +0.036382*t -0.00043355* t2 0.70 0.50 6.53 0.20 .... 

a 
~ 

.:t: 
Yt = 13.254 -0.069258*t +0.0045963* t2-6.4485E-05* t3 ~ Cubic 0.71 0.50 6.52 0.20 z 

Exponential Yt= 12.971*(1.001 1
) 0.67 0.46 0.01 0.00 
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Table (33): Comparison between trend equations for total annual rainfall. 

Station Trend Trend equation R R2 SSE MSE 

Linear Yt = 1244.6 -0.7665*t 0.12 0.01 3860362 37118.87 
~ 

,.Q 
~ Quadratic Yt = 1262.7 -l.769*t +0.0093689* t2 0.13 0.02 3853840 37415.92 ,.Q 

< -~ Cubic Yt = 1264.6 - l.9862*t +0.01442* t2-3.1473E-05* t3 0.13 0.02 3853786 37782.22 "O 
"O 

< 
Yt = 1229.7 * (0.99937 

1
) Exponential I 0.12 0.02 0.47 0 

Linear Yt = 825.52 +2.01 *t 0.19 0.04 860791.8 19563.45 
.c 
~ 

.5 Quadratic Yt = 813.9 +3.4625*t -0.030904* t2 0.19 0.04 859701.6 19993.06 
E 
~ 

Cubic Yt = 848.28 -4.8702*t +0.4076* t2-0.0062199* t3 0.21 853719.8 20326.66 ,.Q 0.04 i.. 

< 
Exponential Yt = 819.73 * (l.0021 1

) 0.18 0.03 0.21 0 

Linear Yt= 1312.3-I0.59l*t 0.39 0.15 5162719 117334.5 

~ Quadratic Yt = 1589.4 -45.221 *t +0.73681 * t2 0.5 0.25 4542999 105651.1 "' 0 
"' "' < Cubic Yt = 1319.8 +20.ll 7*t -2.7015*t**2 +0.048771 * t3 0.56 0.31 4175217 99409.93 

Exponential Yt = 1269.8 * (0.98871
1
) 0.31 0.1 1.84 0.04 

Linear Yt = 607.91.+ l.3687*t 0.16 0.03 766972.4 15652.5 
.c 
"' Yt = 641.25 -2.4066*t +0.072603* t2 ~ Quadratic 0.2 0.04 756887.8 15768.5 ~ 
< 

Cubic Yt = 646.6 -3.5845*t +0.12868* t2-0.0007 l 897* t3 0.2 0.04 756723 16100.49 
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Exponential Yt = 596.24 * ( 1.0022 1) 0.18 0.03 0.33 0.01 

Linear Yt = 908.57 + 1.2972 *t 0.1 0.01 628596 18488.12 

~ Quadratic Yt = 848.96 + 10.71 *t -0.25439* t2 0.21 0.04 606940.5 18392.14 "' "' ~ 
~ 

Cubic Yt = 766.42 +35.777*t -1.9252* t2+0.030104* t3 0.29 0.08 581850 18182.81 < 
Exponential Yt = 898.04 * (1.0015 

1
) 0.11 0.01 0.13 ·O 

, 
Linear Yt = 1511.4 -2.8475*t 0.16 0.03 2381777 54131.3 

,.... 
~ 

Quadratic Yt = 1566.9 -9.7896*t +0.14771 * t2 0.19 0.04 2356872 54810.99 i::i 
-~ .!:: 

..c Cubic Yt = 1292.4 +56.752*t -3.354* t2+0.049669* t3 0.44 0.19 1975423 47033.88 ~ = 
Exponential Yt = 1482.1 * (0.99835 1

) 0.13 0.02 0.23 0.01 

Linear Yt = 1143.5 -4.7055*t 0.32 0.1 1090330 27957.18 
- . 

Quadratic Yt = 1157.4 -6.6399*t +0.046057* t2 0.32 0.11 1088969 28657.08 -~ = Cubic Yt = 1067.3 +l 7.654*t -l.3827*t**2 +0.022679* t3 0.37 0.13 1053492 28472.77 

Exponential Yt = 1136.2 * (0.99531 1
) 0.32 0.1 0.21 0.01 

Linear Yt = 1068 -0.64693*t 0.07 0.01 1907567 29805.73 
~ 

..c 
Yt = 1087.3 -2.3539*t +0.025477*t**2 1903056 30207.24 Col Quadratic 0.09 0.01 0 

.i::,. 

E Cubic Yt = 1085.1 -l.9716*t +0.011321 * t2+0.00014086* t3 0.09 0.01 1903017 30693.83 0 
~ 

Exponential Yt = 1051.5 * (0.99943 1) 0.06 0 0.36 0.01 
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"' 
Linear Yt = 1391.5 -l.914*t 0.2 0.04 1132080 22197.64 

Q 
..:,: 

Yt = 1454.5 -8.7891 *t +0.12732* t2 I,, Quadratic 0.27 0.07 1094487 21889.73 cq 

e 
Cw 

Cubic Yt = 1438.8 -5.4464*t -0.026004* t2+o.oo 18929* t3 0.27 0.07 1092991 22305.94 I,, 

.J::J. 
Cw 

Q 
Exponential Yt = 1381.3*(0.99865

1
) 0.19 0.04 0.11 0 

Linear Yt = 802.1 +2.0058*t 0.18 0.03 1613092 30435.69 
.... 
'ci:i 

Quadratic Yt=748.05 +7.6952*t-0.1016* t2 0.23 0.05 1584279 30466.91 N 
Cw 
I,, 

Yt = 500.82 +58.403*t-2.3451 * t2+0.026708* t3 .J::J. Cubic 0.53 0.28 1198226 23494.64 Cw 
Q 

Exponential Yt = 770.69 * (1.0031 
1
) 0.23 0.05 0.43 0.01 

Linear Yt = 1136.2 +2.3391 *t 0.17 0.03 1579471 35897.07 

Cw Quadratic Yt = 1253.7 -12.353*t +0.31259* t2 0.31 0.1 1467929 34137.87 ·;;; 
"' Cw 

Yt = 1357.4 -37.473*t + 1.6345* t2-0.018751 * t3 Q Cubic 0.36 0.13 1413566 33656.33 

Exponential Yt = I 122.1*(1.002
1
) 0.16 0.02 0.24 0.01 

Linear Yt = 630.2-0.11412*t 0.01 0 1727724 31994.89 
cq 

Yt= 647.32 -l.8846*t +0.031062* t2 ~ Quadratic 0.04 0 1724777 32542.96 cq 
"C 

Cw 

Yt = 633.5 +0.90247*t -0.090105* t2+0.0014172* t3 I,, Cubic 0.05 0 1723543 33145.07 
25' 

Exponential Yt = 585.67 * (1.0009 
1
) 0.05 0 0.92 0.02 

cq e] Linear Yt = 637.25 -0.22367*t 0.02 0 1705978 31592.18 
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Quadratic Yt = 653.98 -l.9544*t +0.030363* t2 0.05 0 1703162 32135.12 

Cubic Yt = 641.74 +0.51324*t-0.076913* t2+0.0012547* t3 0.05 0 1702195 32734.52 

Exponential Yt = 594.6 * (1.0007 
1
) 0.04 0 0.89 0.02 

Linear Yt = 1498 +0.083264*t 0.01 0 1881416 34841.03 

~ Quadratic Yt = 1564.4 -6. 7942*t +0.12066* t2 0.15 0.02 1836944 34659.33 
8 
;:; Cubic Yt = 1621.8 - l 8.358*t +0.62339* t2-0.0058799* t' 0.19 0.03 1815714 34917.58 

· Exponential Yt = 1489.4 * (1 1
) 0 0 0.15 0 

Linear Yt = 295.8 -2.6258*t 0.22 0.05 711961.2 18735.82 

~ Quadratic Yt=419.18-20.252*t+0.42991* t2 0.43 0.19 607146.8 16409.37 
"C o· c.,. 

Cubic Yt = 522.31 -48.693 *t + 2.1429* t2-0.027853 * t3 0.5 0.25 562147.1 15615.2 

Exponential Yt = 232.4 * (0.99404 1) 0.11 0.01 2.72 0.07 

Linear Yt = 1175.8 -O. l 1859*t 0.01 0 3640452 62766.41 

I-, 

Quadratic Yt = 1293.9 -l l.549*t +0.18738* t2 0.2 0.04 3488980 61210.17 ~ 
"C 
C 
0 

Cubic Yt = 1282.3 -9.3577*t +0.098318* t2+0.00097337* t3 0.2 0.04 3488036 62286.36 c., 

Exponential Yt= 1159.6 * (0.99969
1
) 0.03 o· 0.44 0.01 

Linear Yt = 2172.9 -l.5109*t 0.12 0.01 
1210349 

128760.6 ~ 2 I-, 
0 c., 

Quadratic Yt = 1747.3 +24.546*t -0.26863* t2 0.53 0.28 8836456 95015.65 
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Cubic Yt = 1759.4 +23.092*t -0.23136* t2-0.00025616* t3 0.53 0.28 8834697 96029.32 

Exponential Yt = 2162.5 * (0.99911
1
) 0.15 0.02 0.47 0 

Linear Yt = 808.34 +3.8658*t 0.18 0.03 1683022 49500.66 

i.. Quadratic Yt = 628.31 +32.291 *t -0.76824* t2 0.38 0.15 1485527 45015.98 
~ 
i.. 
~ 

::i: Cubic Yt = 566.04 +51.204*t -2.0288* t2+0.022713* t3 0.39. 0.15 '1471244 45976.39 

Exponential Yt = 740.07 * (1.0075 1) 0.28 0.08 0.48 0.01 

Linear Yt = 730.27 -2.4928*t 0.19 0.03 2564662 47493.74 

~ Quadratic Yt = 572.72 +13.806*t -0.28595* t2 0.36 0.13 2314880 43676.99 -~ ::, 
Yt = 382.61 +52.143*t-l.9526* t2+0.019493* t3 ..., Cubic 0.46 0.22 2081550 40029.82 

Exponential Yt = 687.86*(0.99696
1
) 0.17 0.03 0.83 0.02 

Linear Yt = 631.34 -0.054021 *t 0 0 1787067 35741.33 

~ Quadratic Yt = 580.77 +5.5651 *t-0.10602* t2 0.12 0.01 1763368 35987.11 'ii 
~ 
~ 

Yt = 716.3 -23.735*t + 1.263* t2-0.01722* t3 :E Cubic 0.27 0.07 1655055 34480.32 

Exponential Yt = 607.02 * (0.99985 1) 0.01 0 0.8 0.02 

~ Linear Yt = 712.26 -5.5905*t 0.38 0.15 704432.2 20718.59 
i.. 
~ 
.c Quadratic Yt = 621.61 +8.722*t -0.38682* t2 0.46 0.21 654361.1 19829.13 ~ -~ 
:E Cubic Yt = 648.0l +0.70636*t +0.14742* t2-0.0096261 * t3 0.46 0;21 651795.8 20368.62 
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Exponential Yt = 705.81 * (0.99038 
1
) 0.4 0.16 0.36 0.01 

Linear Yt = 860.94 -4.6223*t 0.33 0.11 1436076 32638.08 

~ Quadratic Yt = 727.68 + 12.035*t -0.35442* t2 0.44 0.2 1292686 30062.47 
~ 
ell 
~ z Cubic Yt = 480.53 +71.942*t -3.5069* t2+0.044716* t3 0.62 0.39 983511.6 23416.94 

"' Exponential Yt = 839.34 * (0.99406 1) 0.32 0.1 0.49 0.01 

Linear Yt = 2131.9 -2.7325*t 0.13 0.02 1756233 51653.92 

~ 

Quadratic Yt=2201.7-13.74*t+0.2975* t2 ..... 0.18 0.03 1726617 52321.74 e 
~ 
~ 

Cubic Yt = 2484.2 -99.553*t +6.017* t2-0. l 0305* t3 44768:5 ~ 0.44 0.2 1432592 z 
Exponential Yt = 2125.1 * (0.9985?1) 0.14 0.02 0.07 0 

Linear Yt = 1272.5 -13.525*t 0.3 0.09 4451359 153495.1 

~ Quadratic Yt = 1002.2 +35.612*t-l.5355* t2 0.41 0.17 4078282 145652.9 
,.Q 
0 

i:i:: Cubic Yt = 59~.2 + 176.09*t -12.338* t2+0.22506* t3 0.52 0.27 3587820 132882.2 

Exponential Yt= 1215.8 * (0.9871i) 0.32 0.1 0.71 0.02 

Linear Yt= 1401.7-l.7751*t 0.12 0.01 2435306 48706.11 

~ 

Yt = 1489.4-1 l.526*t +0.18397* t2 i.. Quadratic 0.21 0.04 2363946 48243.79 
r.ri 
·= 

Yt = 1564.8 -27.832*t +0.94585* t2-0.0095834* t3 ,.Q Cubic 0.24 0.06 2330399 48549.98 en 
Exponential Yt = 1374 * (0.9989?1) 0.09 0.01 0.26 0.01 
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.· ... 
,-. Linear Yt = 763.07 +2.3068*t 0.19 0.03 1194552 27148.91 
!"l r--
!"l Quadratic Yt=722.71 +7.3516*t-0.10734*t2 0.21 0.05 1181400 27474.42 !"l 
IC 
'-' 
._, 

Cubic Yt = 646.o 1 +25.943*t -1.0857* t2+o.o 13877* t3 0.26 0.07 1151623 27419.59 = 0 

~ 
pxponential Yt = 737.05 * (1.0035 

1
) 0.23 0.05 0.34 0.01 
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4.27. Trends of Mann-Kendall test 

According to the Mann-Kendall test for trend (Table 34), positive 

trends of the mean annual maximum temperature (Long period) were 

observed at all the studied stations. The trends ranged between O and 0.04 

oc. 
For significance of trends, according to Mann-Kendall test for trend, 

the trends at all stations were significant level except 6 stations (Awash, 

Diredawa, Gode, Jijiga, Jima and Mekele), while the trends of mean annual 

maximum temperature were significant at 0.1 level for Assosa station in this 

period. 

From table (35), positive trends of the mean annual minimum 

temperature were observed at all study stations except Assosa, Kombolcha 

and Diredawa. The positive trends ranged between 0.01 and 0.07 °C at 

Assosa and Arba Minch, respectively. 

Negative trends were not significant at Diredawa station, while 

Mekele and Metehara stations were significant at 0.01 level. 

Table (36), it is noted that according to Mann-Kendall test for annual 

rainfall trend, the trends at all stations were not significant except Assosa, 

Negele, Bati, Wonji and Metehara. 
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Table (34): Mean annual maximum temperature trends, Mann -Kendall test 
for 1950-2005. 

Station First Last n TestZ Sig. 

Addis Ababa 1960 2005 46 4.8 *** 
Arba Minch 1970 2005 36 4.0 *** 
Assosa 1970 2005 36 1.7 + 

Awash 1970 2000 31 -1.6 

Awassa 1970 2005 36 4.4 *** 
Bahar Dar 1960 2005 46 4.6 *** 
Kombolcha 1950 :;mos 56 3.3 ** 
Debre Markos 1950 2005 56 3.5 *** 
Debre Zeit 1950 2005 56 3.0 ** 
Diredawa 1950 2005 56 0.8 

Gode 1970 2005 31 I. I 

Gondar 1950 2005 56 3.9 *** 
Gore 1950 2005 56 4.0 *** 
Jijiga 1950 2005 56 0.5 

Jima 1950 2005 56 0.3 

Mekele 1960 2005 46 -1.1 

Negele 1950 2005 56 3.4 *** 
Nekemte 1970 2005 36 4.6 *** 

Sig. = the tested significance levels are 0.001, 0.01, 0.05 and 0.1 as: 

*** = 0.00 I level of significance - ** = 0.01 level of significance 

* = 0.05 level of significance - + = 0.1 level of significance 

lfthe cell is blank, the significance level is> 0.1 
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Table (35): Mean annual minimum temperature trends, Mann -Kendall test 
for 1950-2005. 

Station First Last n TestZ Sig. 

Addis Ababa 1950 2005 56 2.9 ** 
ArbaMinch 1970 2005 36 4.5 *** 
Assosa 1970 · 2005 36 1.0 

Awassa 1960 2000 31 2.0 * 
Bahar Dar 1950 2005 46 4.6 *** 
Kombolcha 1950 2005 56 1.2 

Debre Markos 1950 2005 56 6.8 *** 
Debre Zeit 1950 2005 56 3.2 ** 
Diredawa 1970 2005 36 -1.1 

Gode 1950 2005 36 2.8 ** 
Gondar 1950 2005 56 4.7 *** 
Gore 1950 2005 56 5.1 *** 
Jijiga 1950. 2005 56 4.2 *** 
Jima 1950 2005 56 2.6 ** 
Mekele 1960 1990 31 -2.9 ** 
Metehara 1970 2005 36 -2.6 ** 
Negele 1950 2005 56 5.0 *** 
Nekemte 1970 2005 36 5.1 *** 

Sig. = the tested significance le.vels are 0.001, 0.01, 0.05 and 0.1 as: 

*** = 0.001 level of significance - ** =; 0.01 level of significance 

. * = 0.05 level of significance - + = 0.1 level of significance 

If the cell is blank, the significance level is> 0.1 
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Table (36): Annual rainfall trends, Mann -Kendall test for 1950-2005. 

Station First Last n TestZ Sig. 
Addis Ababa 1900 2005 105 -1.2 
ArbaMinch 1960 2005 46 1.1 
Assosa 1960 2005 46 -3.4 *** 
Bahar Dar 1960 2005 46 -0.9 
Negele 1960 2005 46 -2.3 * 
Gode 1960 2000 41 -1.0 
Nekemte 1960 2000 41 -0.2 
Awash 1950 2000 · 51 1.5 
Bati 1950 1990 41 · -2.1 * 
Debre Zeit 1950 2005 56 1.6 
Debre Markos 1950 2005 56 -0.8 
Diredawa 1950 2005 56 -0.3 
Gambela 1950 2005 56 -0.3 
Jima 1950 2005 56 -0.3 
Gondar 1950 · 2005 56 -0.5 
Harar 1950 1985. 36 0.7 
Jijiga 1950 2005 56 -1.2 
Wonji 1950 1995 46 1.6 + 
Mekele 1950 2005 56 -0.3 
Metehara 1970 2005 36 -2.0 * 
Nekemte 1970 2005 36 -0.9 

' 
Awassa 1970 2005 36 0.7 
Kombolcha 1940 2005 66 -0.4 
Gode 1966 2005 40 -0.6 
Gore 1910 2005 96 -1.6 
Sibu Sire 1954 2005 52 -0.5 

Sig. "'.' the tested significance levels are 0.00 I, 0.0 I, 0.05 and 0.1 as: 
*** = 0.00 I level of significance - ** = 0.01 level of significance 
* = 0.05 level of significance - + = 0.1 level of significance 
If the cell is blank, the significance level is> 0.1 
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4.28. Time series analyses 

4.28.1. Study area and rainfall data 

The rainfall stations of Bahar Dar, Nekemte, Debre Markos and Addis 

Ababa are located within the vicinity of the Blue Nile basin district in the 

North, West and middle of Ethiopia (Figure 19). The data were provided by 

Ethiopia Meteorological Agency for the periods 1900-2005 (For Addis 

Ababa only (Figure 21)) and 1953-2005 (For the other stations) (Figure 30 

and 39), assuming no missing data for all stations. 

Rainfall on monthly basis of these 4 rainfall stations have been used to 

develop the ARIMA models. The mean monthly rainfall for the above 

stations was as follow: 120.4, 173.4, 111.7, and 100.3 (mm), respectively for 

the period 1953-2005. 

All data of these stations, fluctuate greatly with wide variation where 

its value may ranged between zero to maximum value (more than 500 mm) 

in addition the maximum value rarely repeated, so it is not easy to find 

suitable ARIMA models to represent them unless enough trials have been 

applied. The complexity may be increased due to using monthly period to 

represent a seasonal period (S). 

In general, there _are about 12 monthly every year for the Ethiopia, 

which represent the S term in the general form of ARIMA model of 

(p,d,q)x(P,D,Q)s. 

Seasonal differencing was applied on all the time series from the 4 

stations after taking a log transformation function, and then applying 

ARIMA models using Minitab software Release 16 and SPSS 17. The 

ARIMA model describes the seasonal differencing time series. 
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The time series was divided into three periods: The first period, from 

1953 to 2004 for all stations except Addis Ababa from 1900 to 2004, where 

the data were used to analyze the characteristics of the rainfall and selecting 

the most appropriate rainfall forecast models. The second period is the final 

year (2005) that was used for evaluating the performance of the selected 

models. The third period, the selected model was used to forecast rainfall 

time series for the up-coming 25 years (2005-2030). 

4.28.2. Box-Jenkins ARIMA model 

Box and Jenkins, (1976) descri.bed a methodology (Figure 20) in time 

series analysis to find the best fit of time series to past values in order to 

make future forecasts . 

. The methodology con_sists of four steps: 1) Model identification. 2) 

Estimation of model parameters. 3) Diagnostic checking for the identified 

model appropriateness for modeling and 4) Application of the model 

(forecasting). 

The most important analytical tools used with time series analysis and 

forecasting are the Autocorrelation Function (ACF) and the Partial 

Autocorrelation Function (PACF). They measure the statistical relationships 

between observations in a single data series. Using ACF gives big advantage 

of measuring the amount of linear dependence between observations in a 

time series that are separated by a lag k. The P ACF plot is used to decide 

how many auto regressive terms are necessary to expose one or more of the 

time Jags where high correlations appear seasonality of the series, trend 

either in the mean level or in the variance of the series (Zakaria, et al., 

2013). 
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The autocorrelation coefficient provides a measure of temporal 

correlation between rainfall data points with different time lags; namely 1, 2, 

3, ... , n years. Thus, autocorrelation provides initial information relevant to 

the internal organisation of each time series data. The prevalence of 

autocorrelation in a data series is also an indication of persistence in the 

series of observations (Zakaria, et al., 2013). The auto-correlation 

coefficients provide an essential hint whether forecasting models can be 

developed based on the given data. For a purely incidental event, all 

autocorrelation coefficients are zero, apart from r (0) which is equal to 1, 

shows the results of autocorrelation analysis of monthly rainfall time series 

data of the North, West and middle of Ethiopia. The autocorrelation 

coefficients of monthly rainfall lie between -0.14 and 0.86, each with 

standard error of 0.04 (Table 33, 34, 35 and 36). 

In order to identify the model (step I), ACF and PACF have to be 

estimated. They are used not only to help guess the form of the model, but 

also to obtain approximate estimates of the parameters (Box, et al., 1994). 

The next step is to estimate the pararneters in the model (step 2) using 

maximum likelihood estimation. Finding the parameters that maximize the 

probability of observations is the main goal of maximum likelihood. 

The next, is checking the adequacy of the model for the series (step 

3). The assumption is the residual is a white noise process and that the 

process is stationary and independent. 

Model diagnostic checking is accomplished, in this work, through 

careful analysis of the residual series, the histogram of the residual, sample 

correlation and a diagnosis test. 
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The statistic Q has a chi-square (x2
) distribution with degrees of 

freedom (h-m) where m is the number of parameters in the model which has 

been fitted to the data, the chi-square value has been ·compared with the 

tabulated values; in order to evaluate the valid model otherwise the model 

will be rejected. 

For successful models, it should be noted that a model with the less 

number of variables gives the best forecasting results, i.e. for a time series 

having more than one successful ARIMA model, in this case it should be 

consider the model with less variables (number of AR and/or MA), this is 

achieved by using Akaike's Information Criterion (AIC) (Akaike, 1974), in 

order to select the best ARIMA model among successful models. The 

smallest value of AIC should be chosen. 

4.28.3. Results and discussion of time series 

The data of Ethiopia stations were chosen as a sample of calculations. 

The first step in the application of the methodology is to cheek whether the 

time series (monthly.rainfall) is stationary and has seasonality. 

The monthly rainfall data (Figure 21) shows that there is a seasonal 

cycle of the series and it is not stationary. The plots of ACF and PACF of the 

original data (Figures 22 and 23) show also that the rainfall data is not 

stationary, where both ACF and PACF have significant values at different 

lags. 

A stationary time series has a constant mean and has no trend over 

time. However it could satisfy stationary in variance by having log 

transformation and satisfy stationary in the mean by having differencing of 

the original data in order to fit an ARIMA model. 
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Seasonal treryd could be removed by having seasonal differencing (D) 

through subtracting the current observation from the previous twelve 

observations, as described before that rainfall in Ethiopia district; it nearly 

extends for 12 monthly annually. In general the seasonality in a time series 

is a regular pattern of changes that repeats over time periods (S). 

However, if differenced transformation is applied only once to a 

series, that means data has been "first differenced" (D=l). This process 

essentially eliminates the trend for a time series growing at a fairly constant 

rate. If it is growing at an increasing rate, the same procedure (Difference the 

data) can be applied again, then the data would be "second differenced" 

(D=2). If a trend is present in the data, then non-seasonal (regular) 

differencing (d) is required. 

The monthly rainfall data, of Ethiopia stations, required to have a first 

seasonal difference of the original data in order to have stationary series. 

Then, the ACF and P ACF for the differenced series should be tested to 

check stationary. 

From all of the above, an ARIMA model of (p, 0, q) x (P, 1, Q) 12 

could be identified. 

In the Box-Jenkins methodology, the estimated model will be 

depending on the ACF and PACF. After ARIMA model was identified, the 

p, q, P and Q parameters need to be identified for Ethiopia monthly rainfall 

time series. 

The data were tested to check the construction of the ARIMA model 

by selecting the required order of the D that making the series stationary, as 

well as specifying the necessary order of the p,P,q and Q to adequately 

represent the time series model. 
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It should be noted that, even if the ARIMA model ~a·s been correctly 

identified and giving good results, this will not mean that it is the only 

model that can be considered where most documentations of time series 

dealing with ARIMA models indicated that other ARIMA models with 

values of AR and/or MA less. than same parameters of the considered 

ARIMA (for the seasonal _or nonseasonal variables) might be available 

(Salas, et al., 1980). In this case, these models should be identified and 

tested. Box-Jenkins methodology has been used in this research to build 

Autoregressive Integrated Moving Average (ARIMA) models for monthly 

rainfall data from four rainfall stations (Bahar Dar, Nekemte, Debre Markos 

and Addis Ababa). After selecting the most appropriate model, it was found 

that ARIMA model (O,O,O)x(l,1,1)12, (O,O,O)x(l,1,1)12, (O,O,O)x(0,1,1)12 

and (0,0, 1 )x(O, 1, 1) 12 is among several models that passed all ·statistic tests 

required in the Box-Jenkins methodology for Bahar Dar, Nekemte, Debre 

Markos and Addis Ababa respectively, of the North, .West and middle of 

Ethiopia. 

Tables (41, 42, 43 and 44) show the estimated parameters for the 

successful Ethiopia ARIMA model (O,O,O)x(l,l,1)12, (O,O,O)x(l,1,1)12, 

(0,0,0)x(O, I, 1) 12 and (0,0, I )x(O, I, 1) 12. · 

The residuals from the fitted model are examined_ for the adequacy. 

This is done by testing the residual ACF and PACF plots that shows all the 

autocorrelation and partial autocorrelations of the residuals at different lags 

are within the 95 % confidence limits. 

Tables (41, 42, 43 and 44) show the Ljung-Box Q-test of the residuals 

for the successful Ethiopia ARIMA model (0,0,0)x(I, I, 1) 12, 
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(0,0,0)x(l;l,1)~2, (O,O,O)x(0,1,1)12 and (O,O,l)x(0,1,1)12. This· model 

appears to fit the Ethiopia data. 

Only the model with no significant residuals should be considered to 

indicate that the model is adequate to represent the considered time series. 

(Figures 24, 33, 42 and 48) show the residual ACF and PACF plots. 

Figures (25, 34, 43 and 49) represent four gr~phical measures for the 

adequacy of the model. 

The first measure is the normal probability of the residuals which is 

good as required for an adequate model. Almost all of the residuals are 

within acceptable limits which indicate the adequacy of the recommended 

model. 

Although some other ARIMA models have been applied on the 

Ethiopia data such as (O,O,l)x(3,1,1)12, (l,O,O)x(3,l,1)12 and 

(0,0,3)x(l,1,1)12 that pass the probability and Ljung-Box Q-tests but they 

still contain little residuals which might not be significant and occur at late 

or delayed lag (60). These were not considered as the successful models. On 

the basis of the above, the' selected ARIMA (0,0,0)x(l, 1, 1) I 2, 

(O,O,O)x(l,1,l)l2, (O,O,O)x(O,l,1)12 and (O,O,l)x(0,1,1)12 model is adequate 

to represent the Ethiopia data and could.be used to forecast the future rainfall 

data. After finding a valid model, monthly rainfall depth for the Ethiopia 

station is forecast (step 4) (Figure 26). 

The performance of the Ethiopia ARIMA model (0,0,0)x(l, 1, 1) 12, 

(O,O,O)x(l,1,l)l2, (O,O,O)x(0,1,1)12 and (O,O,l)x(0,1,1)12 is evaluated by 

forecasting the data. for the year 2005. Both the forecasted and Actual 

monthly rainfall of the Ethiopia station for the year 2005 were fitted on the 

' . ~ . ' 
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same plot to indicate the model adequacy, performance and comparison 

purposes (Figure 27). 

The similarity and matching between the forecasted and Actual 

rainfall were good. The above comparison increases confidence with the 

ARIMA (0,0, I )x(O, 1, 1) 12 to represent the rainfall data at Addis Ababa 

station and can be use for forecasting the future rainfall data. Figure (28 and 

29) shows the forecasting rainfall for the years 2006-2030 using ARIMA 

(O,O,l)x(O,l,1)12. 

The same procedures of the Box-Jenkins methodology were followed 

for the other three stations (Bahar Dar, Nekemte and Debre · Markos) to 

forecast future rainfall. 

In the following three stations (Bahar Dar, Nekemte and Debre 

Markos), it is found that some A RIMA models passed all the statistical tests 

required in the Box-Jenkins methodology without significant residuals for 

ACF and PACF plots. These models are the following. 

- For Bahar Dar data the ARIMA model was (O,O,O)x(],1,1)12, for 

Nekemte data the ARIMA model was (O,O,O)x(l,1,l)l2 for Debre Markos 

data the ARIMA model was (l,l,l)x(0,1,1)12. (Table 42, 43 and 44) shows 

the ARIMA coefficients for the above models. 

Tables (42, 43 and 44) show the results o:fthe Ljung-Box Q-te~t of the 

residuals for the ARIMA models according to the stations. 

The selected ARIMA models for the three stations (Bahar Dar, 

Nekemte and Debre Markos) have the bigest values of stationary R-squared 

(Tables 42, 43 and 44) among other successful ARIMA models. 

Thus, these models can represent rainfall data and can be used with 

confidence to forecast future rainfall data. 

167 

CODESRIA
 - L

IB
RARY



I Cliapter I'V 

Figures (34, 43 and 49) show the four graphical rµeasures for the 

adequacy of the ·selected ARIMA models for the three stations (Bahar Dar, 

Nekemte and Debre Markos) respectively. The normal probability plots of 

the residuals show that most of the residuals are on the straight line having a 

good histograms shape. Follow-up the plot~ ofresiduals vs. fitted values and 

order of the data respectively, show that the errors have constant variance, 

the points on the plot appear to be randomly scattered around zero. 

Almost all of the residuals are within acceptable limits which indicate 

the adequacy of the recommended models. 

The performance of ARIMA models for the above three stations are 

evaluated by forecasting the data for the year 2005 to indicate the models 

adequacy, performance and comparison purposes (Figures 36, 45 and 51 ). 

Figures (37 and 38) show forecast rainfall for the years 2006-2030 for 

Bahar Dar station. 

Figures (46 and 47) show forecast rainfall for the years 2006-2030 for 

Nekemte station. 

Figures (52) show forecast rainfall for the years 2006-2030 for Debre 

Markos station. 
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Table (37): Autocorrelation, partial autocorrelation, stander error and Box­
Ljung statistic of rainfall (mm) for Addis Ababa station. 

Std. 
Box-Ljung Statistic 

Partial Std. 
Lag Autocorrelation 

Error" 
Lag 

Autocorrelation Error" 
Value df Sig.b 

I 0.60 0.03 455.8 1 0.00 1 0.60 0.03 

2 0.15 0.03 482.9 2 0.00 2 -0.33 0.03 

3 -0.18 0.03 523.2 3 0.00 3 -0.17 0.03 

4 -0.31 0.03 648.2 4 0.00 4 -0.09 0.03 

5 -0.39 0.03 840.2 5 0.00 5 -0.23 0.03 

6 -0.42 0.03 1065.1 6 0.00 6 -0.23 0.03 

7 -0.39 0.03 1260.2 7 0.00 7 -0.22 0.03 

8 -0.31 0.03 1386.3 8 0.00 8 -0.28 0.03 

9 -0.17 0.03 1423.8 9 0.00 9 -0.25 0.03 

10 0.16 0.03 1455.7 10 0.00 JO 0.10 0.03 

11 0.57 0.03 1875.3 11 0.00 11 0.36 0.03 

12 0.78 0.03 2657.9 12 0.00 12 0.38 0.03 

13 0.56 0.03 3067.8 13 0.00 13 0.09 0.03 

14 0.14 0.03 3091.7 14 0.00 14 -0.10 0.03 

15 -0.18 0.03 3132.7 15 0.00 15 -0.05 0.03 

16 -0.32 0.03 3263.3 16 0.00 16 -0.02 0.03 

a. The underlying process assumed is independence (white noise). 
b. Based on the asymptotic chi-square approximation. 

169 

CODESRIA
 - L

IB
RARY



Cliapter lo/ 

Table (38): Autocorrelation, partial autocorrelation, stander error and Box­
Ljung statistic. of rainfall (mm) for Bahar Dar station. 

Std. Box-Ljung Statistic Partial 
Lag Autocorrelation 

Error3 Autocorrelation Value df s· b 1g. 

1 0.66 0.04 239.3 1 0.001 

2 0.22 0.04 266.6 2 0.001 

3 -0.14 0.04 277.6 3 0.001 

4 -0.39 0.04 360.9 4 0.001 

5 ' -0.50 0.04 501.8 5 0.001 

6 -0.52 0.04 654.9 6 0.001 

7 -0.49 0.04 791.0 7 0.001 

8 -0.38 0.04 870.8 8 0.001 

9 -0.14 0.04 882.0 9 0.001 

10 0.23 0.04 912.3 10 0.001 

11 0.64 0.04 1144.2 11 0.001 

12 0.86 ·0.04 1566.5 12 0.001 

13 0.64 0.04 1800.2 13 0.001 

14 0.23 0.04 1829.2 14 0.001 

15 -0.14 0.04 1840.4 15 0.00.1 

16 -0.39 0.04 1925.4, 16 0.001 

a: The underlying process assumed is independence (white noise). 
b: Based on the asymptotic chi-square approximation. 
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Table (39): Autocorrelation, partial autocorrelation, stander error and Box­
Ljung statistic of rainfall (mm) for Nekemte station. 

Std. 
Box-Ljung Statistic 

Partial Std. 
Lag Autocorrelation 

Error3 Lag 
Autocorrelation Error3 

Value df Sig.b 

1 0.74 0.05 237.80 1 0.001 1 0.7 0.05 

2 0.38 0.05 301.37 2 0.001 2 -0.4 0.05 

3 -0.04 0.05 301.97 3 0.001 3 -0.4 0.05 

4 ~0.43 0.05 383.29 4 0.001 4 -0.4 0.05 

5 -0.69 0.05 594.39 5 0.001 5 -0.3 0.05 

6 -0.76 0.05 850.70 6 0.001 6 -0.2 0.05 

7 -0.67 0.05 1045.86 7 0.001 7 -0.3 0.05 

8 -0.41 0.05 1119.30 8 0.001 8 -0.2 0.05 

9 -0.03 0.05 1119.77 9 0.001 9 -0.1 0.05 

10 0.38 0.05 1182.49 10 0.001 10 0.1 0.05 

11 0.72 0.05 1415.83 11 0.001 11 0.3 0.05 

12 0.85 0.05 1738.51 12 0.001 12 0.2 0.05 

13 0.71 0.05 1965.18 13 0.001 13 0.1 0.05 

14 0.37 0.05 2025.47 14 0.001 i4 -0.1 0.05 

15 -0.04 0.05 2026.35 15 0.001 15 0.0 0.05 

16 -0.42 0.05 2107.24 16 0.001 16 0.0 0.05 

a. The underlying process assumed is independence (white noise). 
b. Based on the asymptotic chi-square approximation. 
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Table (40): Autocorrelation, partial autocorrelation, stander error and Box­
Ljung statistic of rainfall (mm) for Debra Markos station. 

Std. Box-Ljung Statistic Partial Std. 
Lag Autocorrelation 

Error" Sig.b 
Lag 

Autocorrelation Error" Valu~ df 

· 1 0.6 0.0 270.0 1 0.001 1 0.65 0.04 

2 0.3 0.0 310.7 2 0.001 2 -0.29 0.04 

3 -0.1 0.0 321.3 3 0.001 ... -0.28 0.04 .) 

4 -0.4 0.0 418.4 4 0.001 4 -0.19 0.04 

5 -0.5 0.0 596.8 5 0.001 5 -0.22 0.04 

6 -0.6 0.0 807.9 6 0.001 6 -0.29 0.04 

7 -0.5 0.0 982.9 7 0.001 7 -0.31 0.04 

8 -0.4 0.0 1071.4 8 0.001 8 -0.32 0.04 

9 -0.1 0.0 1081.9 9 0.001 9 -0.31 0.04 

10 0.2 0.0 1121.9 10 0.001 10 -0.01 0.04 

11 0.6 0.0 1386.6 11 0.001 11 . 0.29 0.04 

12 0.8 0.0 1817.1 12 0.001 12 0.33 0.04. 

13 0.6 0.0 2084.2 13 0.001 13 0.10 0.04 

14 0.2 0.0 2123.2 14 0.001 14 -0.11 0.04 

15 -0.1 0.0 2133.4 15 0.001 15 -0.05 0.04 

16 -0.4 0.0 2226.1 16 0.001 16 0.00 0.04 

a. The underlying process assumed is independence (white noise). 
b. Based on the asymptotic chi-square approximation. 
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Table (41): Model type, model fit statistics and Ljung-Box of rainfall (mm) 
for Addis Ababa station. 

Addis Ababa Model 

Model Type ARIMA(0,0,1)(0,l,1)12 

Stationary R-squared 0.50 

R-squared ,, 0.79 
Model Fit statistics 

RMSE 48.5 

MAPE 165.6 

Statistics · 11.3 

Ljung-Box Q(l2) DF 16 

Sig. 0.690 

Table (42): Model type, model fit statistics and Ljung-Box of rainfall (mm) 
for Bahir Dar station. 

Bahar Dar Modd 

Model Type ARIMA (0,0,0)(1,l,l)l2 

Stationary R-squared 0.37 

R-squared 0.85 
Model Fit statistics 

RMSE 61.4 

MAPE 386.4 

Statistics 11.9 

Ljung-Box Q(l2) DF 16 

Sig. 0.749 
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Table (43): Model type, model fit statistics and Ljung-Box of rainfall (mm) 
for Nekemte station. 

Nekemte Model 

Model Type ARIMA (0,0,0)( 1, 1, 1) 12 

Stationary R-squared 0.42 

R-squared 0.85 
Model Fit statistics 

RMSE 61.8 

,MAPE 138.3 

Statistics 18.8 

Lj'ung-Box Q(l2) DF 16 

Sig. 0277 

Table (44): Model type, model fit statistics and Ljung-Box of rainfall (mm) 
for Debra Markos station. 

Debra Markos Model 

Model Type ARIMA(0,0,0)(0, 1, l) 12 

Stationary R-squared 0.45 

R-squared 0.81 
Model Fit statistics 

RMSE 49.1 

MAPE 168.8 

Statistics 8.4 

Ljtmg-Box Q(12) DF 17 

Sig. 0.956 
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10• N 
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Figure (19): Map of Ethiopia shows the meteorological stations; Bahar Dar, 
Nekemte, Debre Markos and Addis Ababa (Source: ENMA, 2001). 
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Figure (20): Outline of Box-Jenkins (l 976) model. 
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Figure (21): Monthly rainfall data for Addis Ababa station for the period 
(1900-2005). 
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Figure (22): Autocorrelation function of rainfall (mm) for Addis Ababa 
station. 
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Figure (23): Partial autocorrelation function of rainfall (mm) for Addis 
Ababa station. 
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Figure (24): Autocorrelation and patiial autocorrelation function of rainfall 
(mm) for Addis Ababa station. 
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Figure (26): Trend of monthly rainfall for Addis Ababa. 
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Figure (27): Actual and forecasting Addis Ababa rainfall for the year 2005. 
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Figure (28): Comparison between actual and forecast period according to 
mean monthly rainfall (mm) for Addis Ababa station. 
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Figure (29): Observed and forecasted Ethiopian rainfall for Addis Ababa 
station. 
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Figure (30): Time series plot of Bahar Dar station. 
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Figure (31): Autocorrelation function ofrainfall (mm) for Bahar Dar station. 
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Figure (32): Partial autocorrelation function of rainfall (mm) for Bahar Dar 
station. 
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Figure (33): Autocorrelation and partial autocorrelation function of rainfall 
(mm) for Bahar Dar station. 
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Figure (34): Residual plots of Bahar Dar ARIMA model (O,O,O)x(l,1,1)12. 
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Figure (36): Actual and forecasting Bahar Dar rainfall for the year 2005. 
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Figur~ (37): Comparison between actual and forecast period according to 
mean monthly rainfall (mm) for Bahar Dar station. 
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Figure (38): Observed and forecasted Ethiopian rainfall for Bahar Dar 
station. 
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Figure (39): Time series plot of Nekemte station. 
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Figure ( 40): Autocorrelation function ofrainfall (mm) for Nekemte station. 
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Figure (41): Partial autocorrelation function of rainfall (mm) for Nekemte 
station. 
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Figure ( 42): Autocorrelation and partial autocorrelation function of rainfall 
(mm) for Nekemte station. 
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Figure ( 43): Residual plots ofNekemte ARIMA model (0,0,0)x( I, 1, 1) 12. 
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Figure-(44): Trend of monthly rainfall for Nekemte station. 
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Figure (45): Actual and forecasting Nekemte rainfall for the year 2005. 
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Figure (46): Comparison between actual and forecast period according to. 
mean monthly rainfa]! (mm) for Nekenve station. 
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Figure (47): Observed and forecasted Ethiopian rainfall for Nekemte station. 
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Figure (48): Autocorrelation and partial autocorrelation function of rainfall 
(mm) for Debra Markos station. 
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plots of Debra Markos ARIMA model 
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Figure '(50): Trend of monthly rainfall for Debra Markos. 
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Figure (51): Actual and forecasting Debra Markos rainfall for the year 2005. 
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Figure (52): Comparison between actual and forecast period according to 
mean monthly rainfall (mm) for Debra Markos station . 
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4.29. Future climate change over Ethiopia 

It is found that the best trend equations for mean annual maximum 

temperature was cubic equation as it had highest value for R2 then quadratic 

equation so both equations can represent the mean annual maximum 

temperature trend during the study period than linear equation although 

most of researches depend on linear equation only to represent the trend. 

}\fter analyses of the trend equations, the data had been obtained 

which help us to predict the period from (2006-2030) for the selected study 

stations and this data when represented by a diagram it is noted that data of 

cubic equation take extreme curve where it was highly positive or negative 

trend. 

From this result it cannot been depend on cubic equation only in the 

prediction so this difference may be need long period (not ·1ess than 100 

years) to show the whole frequency period by cubic equation. 

After selection of the best trend equation for mean annual maximum 

and minimum temperature through the study period we depend on this 

equation to predict the temperature trend for 2006-2030, about 25 year can 

been forecast, s'election of some meteorological stations from different parts 

of the country to represent most of Ethiopian regions as Addis Ababa 

(Central part of the country), Arbamich (Southern . Ethiopia), Assosa 

(Western Ethiopia), Gonder (Northern Ethiopia) and Jijiga (Eastern 

Ethiopia), it is found that all stations will have a small increase in mean 

annual maximum temperature as regarding quadratic and cubic trend 

equation but it is found that every station can be represented by either 

quadratic or cubic trend equation (Figures 53, 54, 55, 56 and 57), but three 

stations (Assosa, Gonder and Jijiga (Figure 60, 61 and 62)) will have 
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increase in mean annual minimum temperature as regarding quadratic or 

cubic trend equation and the other two stations (Addis Ababa and Arbamich 

(Figures 58 and 59)) will have decrease in mean annual mm1mum 

temperature as regarding quadratic or cubic trend equation. 

The results of IPCC"s mid-range emission scenario show that 

compared to the 1961-1990 average mean annual temperature across 

Ethiopia will increase by between 0.9 and 1.1 °C by the year 2030 and from 

1. 7 to 2.1 °C by the year 2050. The temperature across the country could rise 

by between 0.5 and 3.6°C by 2080, whereas precipitation is expected to 

show some increase (Tadege, 2007). Unlike the temperature trends, it is very 

difficult to detect Jong-term rainfall trends in Ethiopia, due to the high inter­

annual and inter-decadal variability. According to F.eyissa (2010), between 

1951 and 2006, no statistically significant trend in mean annual rainfall was 

observed in any season. The results of the IPCC"s mid-range emission 

scenario show that compared to the 1961-1990 annual precipitation show a 

change of between 0.6 and 4.9% and 1.1 to 18.2% for 2030 and 2050, 

respectively. The percentage change in seasonal rainfall is expected to be up 

to about 12% over most parts of the country (Feyissa, 2010). 

The results of atrnospheric general circulation model (MRI-AGCM) 

shows that mean of annual maximum and minimum temperatures in 

Ethiopia in the. middle of 21 st century will increase by 1.17°C and l .59°C 

respectively relative to the present end of 201
h century. The significant 

increase of maximum temperature will be in the central highlands and 

southern parts of Ethiopia (Fekadu, 2009). 

Mcsweeney, et al., (2008): Ethiopia - UNDP Climate Change 

Country Profiles report a l.3°C increase between 1960 and 2006, an average . 
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rate of 0.28°C per decade. The increase in temperature in Ethiopia has been 

most rapid in (July, August and September) at a rate of 0.32°C per decade. 

Other studies show a smaller increase, for example: Conway, et al., (2011) 

report rises of approximately 0.5°C from 1961-2000, Also in the 

Mcsweeney, et al., (2008), the National Meteorological Agency reports 

increases of 0.3 7°C every 10 years from 1951-2006. 

Rainfall patterns in Ethiopia have been reported in some studies. A 

decline of annual and summer rainfall in eastern, southern, and southwestem 

Ethiopia was found, but no trend was detected over central, northern, and 

northwestern Ethiopia (Shang, et al., 2011). 

The strong inter annual and inter-decadal variability in Ethipoia's 

rainfall makes it difficult to detect long-term trends. There is not a 

statistically significant trend in observed mean rainfall in any season in 

Ethiopia between 1960 and 2006. Decreases in (July, August and 

September) rainfall observed in the 1980 have shown recovery in- the 1990 

and 2000 (McSweeney, et al., 2008). 

Previous time-series studies of rainfall patterns in Ethiopia have been 

carried out at various spatial (e.g. regional, national) .and temporal (e.g. 

annual, seasonal, monthly) scales. Cheung, et al., (2008) determined that . 

· su1;11mer rainfall (Kiremt) in the central highlands of Ethiopia declined in the 

second half of the 20111 century, while Seleshi and Zanke, (2004) failed to 

find such a trend over central, northern, and northwestern Ethiopia. Instead, 

they found a decline of annual and Kiremt rainfall .in eastern, southern, and 

southwestern Ethiopia since 1982. Funk, et al., (2005) confirmed the 

Seleshi and Zanke, (2004) · findings of annual rainfall decline in 

southwestern and eastern Ethiopia, _but argued that while rainfall has been 
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declining in the Northeast since 1996, Kiremt rain has been consistent (i.e. 

no trends) for the entire nation since the 1960. In contrast to Funk, et al., 

(2005), Conway, (2000) reported that there are no recent trends in rainfall 

over the northeastern Ethiopian highlands. 

·Many of the contradictions in previous findings on rainfall trends and 

climate extremes in Ethiopia may be explained by the arbitrary division of 

the study area as well as the quality of the available data (Cheung, et al., 

2008).-

After analyses of rainfall data and its prediction for the period 2006-

2030 for four stations (Addis Ababa, Bahir Dar, Debennarkos and 

Nekemte), it is noted that rainfall oscillation trend and there was minimal 

increase through this period (Figures 63, 64, 65 and 66). 

The trend of annual rainfall computed by the Mann-Kendall test 

(Figure 67), indicate that there was no significant trend in the forecasted 

annual rainfall at the mean of the four stations (Addis Ababa, Bahir Dar, 

Debremarkos and Nekemte ), Also it is noted that the period from 2006-

2030, the average precipitation is increase slightly and the variability 

between years is increase. 
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Figure (53): Actual and forecasted mean annual maximum temperature for 
Addis Ababa. 
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Figure (54): Actual and forecasted mean annual maximum temperature for 
Arbaminch. 
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Figure (55): Actual and forecasted mean annual maximum temperature for 
Assosa. 
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Figure (56): Actual and forecasted mean annual maximum temperature for 
Gondar. · 
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Figure (57): Actual and forecasted mean annual maximum temperature for 
Jijiga. 
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Figure (58): Actual and forecasted 1nean annual minirnum temperature for, 
Addis Ababa. 
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Figure (59): Actual and forecasted mean annual minimum temperature for 
Arbaminch. 
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Figure (60): Actual and forecasted mean annual minimum temperature for 
Assosa. · 
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,figure (61): Actual and forecasted mean annual minimum temperature for 
Gondar. 
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Figure (62): Actual and forecasted mean annual minimum temperature for 
Jijiga. 
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Figure (63): Actual and forecasted annual precipitation for Addis Ababa. 
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Figure (64): Actual and forecasted annual precipitation for Bahir Dar. 
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Figure (65): Actual and forecasted annual precipitation for Debremarkos. 

2800 

2600 -8 2400 .. .. c-- 2200 -cZ! .s 
2000 ~ 

~ 

1800 

1600 
1970 1980 1990 

Nekemte 

2000 

Time 

-Actual -w-Forecasted 

2010 2020 2030 

Figure (66): Actual and forecasted annual precipitation for Nekemte. 
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Figure (67): Annual precipitation forecast for four stations (Addis Ababa, 
Bahir Dar, Debremarkos and Nekemte). 
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4.30. Trend analysis of the Nile Basin 

The trends in stream flow computed by the Mann-Kendall test, the 

results indicate that there was no significant trend in the observed annual 

runoff at all stations El Diem, Khartoum, Malakai, Dongo la and Aswan (R2 

= 0.033, 0.00, 0.14, 0.09 and 0.002, respectively) . It is noted that, trend in 

the flow TS increased for the Blue Nile at (El Diem and Khartoum station), 

while the ,flow TS decreased for White Nile at Malakai station (Figure 68). 

A comparison of the historical inflow data at Mongalla (33.3 km3
) and 

outflow data at Malakai (29. 7 km3
) shows a negative balance· of 3 .6 km3

• 

Taking into account that the Sobat River contributes an average 13.5 km3 of 

water per year to the flow at Malakai one can easily conclude that more than 

half of the river inflow is lost by evaporation, evapotranspiration and ground 

water losses (Sutcliffe and Parks, 1999). 

Some literatures have considered climate change and variability of 

Nile flow. Conway and Hulme (1996) studied the variability in precipitation 

and streamflow on the whole Nile. They found the main cause for the 

historical fluctuation in main Nile runoff was the fluctuation in precipitation. 

In addition they found no correlation in precipitation and runoff between 

Blue Nile and White Nile and the precipitation and runoff over the upper 

Blue Nile basin displayed no significant temporal trend. 

Sutcliffe and Parks (1999) showed that Blue Nile and Atbara flows 

are variable and declined in 1970 and 1980, Main Nile stations showed high· 

flow up to 1990 and the variable flows until 1970 and low flow since 1970. 

Using Pettitt the possible change points were examined for the mean 

annual runoff and the possible change-points were indicated as upper values 

of the probability curve, in this study, the flow TS were checked for the 
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absence of step trends using annual flows based on hydrological year. The 

annual flows were computed from the observed monthly flows. Pettitt test 

was used to identify possible step trends in the flow TS for the Blue Nile, 

White Nile, and main Nile River. The probability higher than 0.8 is 

considered statistically significant (Agor, 2003), and the flow TS is checked 

for the absence of step trends only if the probability is higher than 0.8. Pettitt 

test suggests that there are possible step trends for flow at El Diem, 

Khartoum, Malakal, Dongo la, and Aswan after the hydrological years I 992, 

1987, 1971, 1979, and 1988 respectively. The results of step trend analyses 

are summarized in (Table 45) and presented in (Figure 70). The trends 

. analyses were carried out at 95% confidence level. 

Since 1988 and 1993, the flow of the Blue Nile has increased 

significantly as observed at Khartoum and El Diem stations (Figure 69). The 

means of flow before and after 1988 and 1993 are significantly different at 

95% confidence level. Difference in means causing instability of the mean, 

for the TS at Khartoum it was stable in both mean and variance while it was 

stable in variance and not stable in mean at El Diem. The flow TS of the 

Blue Nile were found to be stable in the variance at both stations. 

The minimum and maximum annual observed flow at El Diem is 29.9 

Bm3
, and 67.25 Bm3

, respectively. The minimum and maximum flows 

occurred in 1984 and 1988, respectively. Similarly, the minimum and 

maximum annual observed flow at Khartoum is 16 Btn3
, and 70.35 Bm3, 

respectively, and occurred in 1984 and 1989, respectively. The average 

annual flow of the Bfue Nile observed at El Diem and Khartoum is 46.24 

Bm3 and 43.1 Bm3
, respectively. It has to mention that in 1988 Sudan had 

experienced huge and devastating flood (Sutcliffe, et al., 1989). 
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On the contrary, for the White Nile flow, the analysis showed that 

there is statistically significant flow reduction after 1972 causing step trend 

in the TS (Figure 69). The flow TS is stable in the variance but not in the 

mean. It has to be mentioned that only few data-points are used for the split 

record test (Pettitt test), and that constrains rriaking solid judgment about the 

presence of step trend after 1972. However, there is no doubt about the flow 

decrease of the White Nile. Agee/, et al., (2010), used data from 1965 to 

2000, have found an annual flow reduction of about 97.43 'Bm3
• 

The mean· annual flow of the White Nile observed at Malakal is about 

30.7 Bm3
• The minimum and maximum annual observed flow at Malakal is 

25 Bm3
, and 39.3 Bm3

, respectively, and occurred in 1984 and 1965, 

respectively. The maximum flow had occurred when the water level of 

Victoria Lake is very high, the White Nile flow declines too, this suggests 

the strong control of Lake Victoria on the White Nile flow. 

The minimum and maximum annual observed flow at Aswan is 

2901.3 Bm3
, and 7453.6 Bm3

, respectively. The minimum and maximum 

flows occurred in 1985 and 1989, respectively. The average annual flow of 

the Nile observed at Aswan is 5004.2 Bm3
• The flow TS of the Nile were 

found to be stable in the variance and mean at this station. 

In this study, the flow TS of the Attbra River is not analyzed, but 

Agee!, et al., (2010) have found that the Attbra River flow is increasing with 

an annual amount of about 615.65 Bm3
, using data from 1986 to 2000, and 

they did not observe step trend in the TS. As the step trends are more likely 

due to the climatic change effect, and as the climate change effects occur 

gradually, therefore, the exact location of the step trends could be slightly 

shifted. 
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The flow TS of the Nile, as observed at Dongo la, showed to be stable 

in the variance but not in the mean, i.e. there is no step trend in the Nile 

River flows (figure 70). As the Blue Nile, and Attbra River flows increase, 

and as the White Nile flow decreases, and as the Nile River flow fairl)'. 

remains constant, this implies fixed amount of water used within the Sudan, 

and implies that the decrease of the White Nile flow is counterbalanced by 

the increase of the Blue Nile and Attbra River flows. The flow reduction of 

the White Nile could be due to the effect of climate change, as more water· 

evaporated from the East African Jakes and the swamps in the southern 

Sudan. And it seems that the evaporated water from the White Nile basin 

falls as precipitation over the Blue Nile basin, causing an increase of the 

Blue Nile flows. However, the total amount of water remains fairly constant, 

as there is no step trend in the Nile flows. 

Our findings are consistent with the Ministry of Irrigation and Water 

Resources, 2009, findings (figure 69), which shows the control of the Blue 

Nile and Attbra River on the Nile flow, and the Nile flow is less controlled 

by the White Nile. The White Nile represents the base flow of the Nile, 

while _the Blue Nile and Attbra River represent the flood flows of the Nile. 
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Table ( 45): Step trend analyses. 

Station Year F-test t-test 

El Diem 1965 to 1992 
p-value = 0.503 p-value= 0.023 

45.93 Bm3/y 
True, False, 

1993 to 2005 
TS is stable in the variance TS is not stable in the mean 

Khartoum 1965 to 1987 
p-value = 0.199 p-value = 0.094 

42.78 Bm3/y 
True, True, 

1988 to 2005 
TS is stable in the variance TS is stable in the mean 

Malakai 1965 to 1971 
p-value = 0.636 p-value = 0.001 

30.9 Bm3/y 
True, False, 

1972 to 2005 
TS is stable in the variance TS is not stable in the mean 

1965 to 1979 
p-value = 0.883 p-value = 0.004 

Dongola· 

71.29 Bm3/y 
True, False, 

1980 to 2005 
TS is stable in the variance TS is not stable in the mean 

Aswan 1969 to 1988 
p-value = 0.437 p-value = 0.105 

5004.14 Bm3/y 
True, True, 

1989 to 2005 
TS is stable in the variance TS is stable in the mean 

* For mean flow the whole dataset is used 
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Figure (68): Location of Nile river flow stations. 
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Figure (69): Observed discharge data for El Diem, Khartoum, Malakai, 
Dongola and Aswan. 
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Figure (70): _ Step trends for: El Diem, Khartoum, Malakai, Dongo la and 
Aswan stations. 
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CONCLUSIONS 

This study has presented analysis of the spatial and temporal behavior 

of rainfall, maximum and minimum temperature using data obtained from 

twenty six meteorological stations of Ethiopia from the year 1950 to 2005. 

The main findings of the study are summarized below. 

1. After analyses of all climatic data for (Annual maximum and minimum 

temperature) of all stations in Ethiopia, we found that Pout value of all 

data for each station were more than all annual values for this station 

through the study period, while in the annual rainfall, we found that the 

total number of corrected values is only twelve stations shown in, total 

annual rainfall values in these stations were higher than Pout value so it 

were replaced by the corresponding Pout value. 

2. According to the statistical test for homogeneity, all data series under 

study were shpwn as homogeneous data, except rainfall for some 

stations. 

3. Different statistical characteristics like mean and coefficients of variation 

(CV) of annual maximum temperature over different stations under 

consideration in Ethiopia are calculated, we found that the study period 

from (1950-2005) had mean (22.4-34.81), standard deviation (0.4-0.8), 

variance (0.1-0.7) and coefficients of variation (1.1%-3.48%), while 

annual minimum temperature, we found that the study period from 

(1950-2005) had mean (9.4-22.7), standard deviation (0.4-1.4), variance 

(0.2-2.1) and coefficients ofvariation (3.2%-12.3%). 

4. We found that gradual increase in the mean for maximum temperature 

from the 1 st Quarter (25%) to the last 3rd Quarter (75%) for all stations 

[1 st Quarter (25%) < median< 3rd Quarter (75%)]. 
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5. Trend lines were estimated by linear regression, quadratic and cubic 

equation, using the least squares method, and the slope of the regression 

line tested at the 0.05 level of statistical significance. 

6. According to the least-square method test for trend, positive trends of the 

mean annual maximum temperature (Long period) were observed at all 

study stations. The trends ranged between O and 0.06 °C/years at 

Diredawa station (East Ethiopia). 

· 7. In general the characteristics of minimum and maximum temperatures in 

. Ethiopia reveal significant increasing trends, but the rate was slightly 

higher for minimum than maximum temperature in almost all study 

. stations during observation period. 

8. The findings of the study show positive trends in the annual mean 

maximum and minimum temperatures with 95% significance levels. The 

annual maximum temperature increased by 0.027°C, while the minimum 

temperature experienced an increase of 0.02°C in Ethiopia over the 55-

year period. 

9. The trend analysis on the significant climate parameters indicated that 

Rainfall trends of Ethiopia from 1950-2005 has been decreasing in most 

of station 16 out of 26 stations and this decrease was minimal through the 

study period, while 8 out of 26 (Arbaminch, Awash, A wassa, Debre Zeit, 

Dessie, Jima, Harer and Wonji) stations showed increase in rainfall and 

this increase was minimal and an overall increase in the mean annual 

minimum and maximum temperatures in the study area. 

to.After selecting the most appropriate model, it was found that ARI MA 

model (O,O,O)x(l,1,1)12, (O,O,O)x(l,1,1)12, (O,O,O)x(0,1,1)12 and 

(O,O,l)x(0,1,1)12 is among several models that passed all statistic tests 
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recfuired in the Box-Jenkins methodology for Bahar Dar, Nekemte, Debre 

Markos and Addis Ababa respectively, of the North, West and middle of 

Ethiopia. 

11. The Blue Nile flow TS were found to be stable in the variance and mean, 

i.e._ there is step trend. Since 1988, the Blue Nile flows have increased 

significantly, as observed at Khartoum flow measuring stations but 

decreased in trend of White Nile flow TS at Malakai station. 

12.The White Nile flow TS were found to be also stable in the variance but 

not in the mean, i.e. there is step trend. Since 1972, the White Nile flows 

have decreased significantly, as observed at Malakai measuring station. 

13. The Nile flow TS were found to be stable -in variance and not stable in 

the: mean. The Nile flow TS were analyzed. for the flow observed at 

Dongola station. 

14. The Nile flow TS were found to be stable in both the variance and the 

mean, Nile flow TS were found to be increased during the study period at 

Aswan station. 
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RECOMMENDATIONS 

Generally from this specific study the following four mam points are 

strongly recommended: 

1. Using prediction model to predict Ethiopian rainfall and fluctuations 

of the Nile flooding should include historical long periods to obtain 

good results. 

2. To obtain on general feature of rainfall at Nile River water resources, 

the study should include each region separately because of geographic 

difference in these regions also difference in local and universal 

climatic factors. 

· 3. In order to assure the development of water resource and agricultural 

efficiency of poor countries like Ethiopia as well as the region of 

Africa, further studies which incorporate the impact of climate change 

with land use and land cover change, plus sediment inflow to the 

reservoirs should be undertaken by using more than one and more 

finer resolution of Global Circulation Models (GCMs). These studies 

should also investigate the adaptation options for the impact of 

climate change consequences. 

4. Study of more meteorological stations are needed to exactly predict 

the climate change variations with full confident level since the 

available climatic stations are widely spaced. 
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